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We present a study of the spin J and parity P of a Higgs boson taken to have a mass of 125
GeV produced in association with a W or Z boson in final states with two b-quarks with the
D0 experiment at the Fermilab Tevatron collider. We compare the standard model Higgs boson
hypothesis, JP = 0+, with an alternative hypothesis JP = 0−, in ℓνbb̄, ℓℓbb̄, and ννbb̄ final states
that are sensitive to WX and ZX production with X → bb̄. We use a likelihood ratio to compute
the level of preference in the data for the JP = 0− case relative to the standard model. We reject
the JP = 0− hypothesis at the 97.9% C.L., or 2.3 s.d., assuming a signal production cross section
times branching ratio equal to the standard model rate. The expected exclusion sensitivity is at the
99.8% C.L., or 3.1 s.d. We also consider that our data excess in searches for the Higgs boson could
be due to an admixture of a standard model Higgs and a JP = 0− signal and exclude JP = 0−

signal fractions above 0.85 at the 95% C.L.
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I. INTRODUCTION

After the discovery of a Higgs boson, H, at the CERN Large Hadron Collider (LHC) [1, 2] in bosonic decay modes,
and the evidence for the decay to a pair of b-quarks at the Tevatron experiments [3], it is crucial to determine the
new particle’s properties using all available final states. The standard model (SM) predicts that the Higgs boson is
a CP-even spin-0 particle (JP = 0+). The observation of a two-photon decay H → γγ at the LHC precludes spin
1 according to the Landau-Yang Theorem [4, 5]. Results from the ATLAS and CMS experiments have constrained
JP = 0− and JP = 2+ in the H → γγ, H → WW → ℓνℓν and H → ZZ → 4ℓ final states [6, 7, 8, 9, 10]. The
JP = 2+ hypothesis is excluded at the 3.7 (2.8) sigma level by ATLAS (CMS) when combining all bosonic decay
modes, while their expected exclusion sensitivity is 3.0 (3.1) s.d. The JP = 0− hypothesis is excluded at the 2.7 (2.9)
s.d. level by ATLAS (CMS) in the H → ZZ → 4ℓ decay mode.

In this Note we present a study by the D0 collaboration of the particle decaying in a fermionic decay mode H → bb̄
under the hypothesis that the new boson is a JP = 0− pseudoscalar particle and we compare it to the SM assignment
of JP = 0+. We have also examined the JP = 2+ hypothesis in the fermionic decay mode H → bb̄ and excluded
JP = 2+ at the 2.7 s.d. level in Ref. [11]. Like this previous JP = 2+ analysis, this is the first study of the JP = 0−

possibility for a Higgs boson in a fermionic decay mode. We also examine the maximum fraction of our signal that
can be ascribed to a JP = 0− signal.

Unlike other typical spin measurements, our ability to separate different Higgs JP combinations is not based on the
angular analysis of its decay products. It is instead based on differing kinematics due to the production mechanism.
Searches for associated production of a Higgs and vector boson V (V = W,Z) are sensitive to the different kinematics
of the various JP combinations in several observables, particularly in the invariant mass of the V bb̄ system [12]. The
V H → V bb̄ searches are well-suited to discriminate between the JP = 0+ of the SM Higgs and the non-SM scenarios.
We use the most recent WH → ℓνbb̄ (ℓ = e, µ) [13], ZH → ℓℓbb̄ [14], and ZH → νν̄bb̄ [15] searches using the D0
detector with no modifications to the event selections or kinematic cuts.

II. THE D0 DETECTOR

The D0 detector is described in detail elsewhere [16, 17, 18], and here we present a brief overview. The innermost
system is the central tracking system, consisting of a silicon microstrip tracker (SMT) and a central fiber tracker
(CFT). They are located within a 1.9 T superconducting solenoidal magnet, and their designs are optimized for
tracking and vertexing at pseudorapidities |η| < 3 for the SMT and |η| < 2.5 for the CFT. A liquid-argon and
uranium calorimeter has a central section (CC) covering pseudorapidities up to ≈ 1.1, and two end calorimeters (EC)
that extend coverage to |η| ≈ 4.2, with all three housed in separate cryostats. An outer muon system, covering |η| < 2,
consists of a layer of tracking detectors and scintillation trigger counters in front of 1.8 T solid iron toroids, followed by
two similar layers after the toroids. Luminosity is measured using plastic scintillator arrays placed in front of the EC
cryostats. The trigger and data acquisition systems are designed to accommodate the luminosities of the Tevatron.

III. DATA AND SIMULATED SAMPLES

We use 9.5–9.7 fb−1 of integrated luminosity collected with the D0 experiment satisfying relevant data-quality
requirements in each of the three channels [13, 14, 15]. The SM background processes are either estimated from
dedicated data samples (multijet backgrounds), or from Monte Carlo (MC) simulation. The V +jets and tt̄ processes
are generated using alpgen [19], single top processes are generated using singletop [20], and diboson (V V ) processes
are generated using pythia [21]. The SM Higgs boson processes are also produced using pythia. The signal samples
for the JP = 0− hypothesis for this analysis are generated using madgraph 5 version 1.4.8.4 [22]. We have verified
that JP = 0+ samples produced with madgraph agree well with our existing SM pythia simulations. Within
madgraph there are several non-SM models available, as well as the ability to implement user-defined models. For
this analysis, we use a model from the authors of Ref. [12]. These new states are introduced via dimension five
operators [23]:

L0− =
cA
V

Λ
AFµνF̃µν (1)

where Fµν and F̃µν are the field-strength tensor and dual field-strength tensor for the massive vector boson, respec-
tively, A is the new boson field, cA

V are coupling terms, and Λ is the scale of loop effects set by the decay constant of
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the chiral anomaly. The mass of the Higgs particle X with non-SM JP was set to 125 GeV, a value close to the mass
measured by the LHC experiments [1, 2]. This value is also consistent with measurements at the Tevatron [3]. We
simulate X decays to a pair of b-quarks only. Since we are testing a general model with JP = 0− we assume that
the cross section of the V X production times the branching ratio, σ(V X) × B(X → bb̄), is equal to the SM Higgs
boson value of 0.12 pb. We use the CTEQ6L1 PDF set for sample generation. We do not apply additional kinematic
cuts to the final-state particles during sample generation. These samples are then subjected to parton showering with
pythia and processed through the standard D0 full detector simulation and reconstruction programs.

IV. SUMMARY OF CONTRIBUTING ANALYSES

We use our three published H → bb̄ search analyses, the WH → ℓνbb̄ search analysis [13], the ZH → ℓℓbb̄ search
analysis [14], and the ZH → νν̄bb̄ search analysis [15]. All analyses employ a b-tagging algorithm to identify jets that
are consistent with the lifetime of b hadrons and their fragmentation. This algorithm provides improved performance
over an earlier neural network algorithm [24].

The WH → ℓνbb̄ analysis selects events with a charged lepton (electron or muon), significant imbalance in the
transverse energy (6ET ), and two or three jets (j). Using the average of the two highest outputs from the b-tagging
algorithm for all selected jets, events are divided into four orthogonal b-tagging categories, “one-tight-tag” (1TT),
“two-loose-tag” (2LT), “two-medium-tag” (2MT), and “two-tight-tag” (2TT). A boosted decision tree (BDT), trained
separately for each jet multiplicity and b-tag category, serves as the final discriminant in the SM Higgs boson search.
In the JP analysis the 3-jet channels bring negligible additional sensitivity and we do not consider them further.

The ZH → ℓℓbb̄ analysis selects events with two isolated charged leptons and at least two jets. A kinematic fit
corrects the measured jet energies to their best fit values according to the constraints that the dilepton invariant
mass should be consistent with the Z boson mass MZ [25] and the total transverse momentum of the leptons and
jets is consistent with zero. The events are further divided into orthogonal “single-tag” (ST) and “double-tag” (DT)
subchannels according to the number of b-tagged jets. The analysis uses random forest (RF) [26] discriminants to
provide distributions for the final statistical analysis in the SM Higgs boson search. The first RF discriminant is
designed to discriminate against tt̄ events, and divides events into tt̄-enriched and tt̄-depleted regions, while the
second provides the final variable. In this study we consider only events in the tt̄-depleted ST and DT regions.

The ZH → νν̄bb̄ analysis selects events with large 6ET and exactly two jets. This search is also sensitive to the WH
process when the charged lepton from W → ℓν decay is not identified. A dedicated decision tree designed to reject
background events from multijet production is employed to provide additional rejection of the otherwise large multijet
background. Two orthogonal b-tagging subchannels, medium (MT), and tight (TT), are defined using the sum of
the b-tagging discriminant outputs from the two jets. BDT classifiers, trained separately for the different b-tagging
categories, are the final discriminants in the SM Higgs boson search.

The three analyses have been combined and included as inputs to the D0 SM Higgs boson search [27], and exhibit
an excess over the SM background expectation that is consistent with a Higgs boson signal. The best fit to data for
the signal cross section for the three bb̄ analyses is 1.23+1.24

−1.17 times the SM prediction.

V. SIGNAL OPTIMIZATION

We use the invariant (transverse) mass distribution to discriminate between different JP signal hypotheses. For the
ℓℓbb̄ final state we use the invariant mass of the two leptons and two jets with the highest b-tag output (DT), or the
b-tagged jet and the leading pT non-tagged jet (ST), Mℓℓjj . For the ℓνbb̄ final state we use the transverse mass of the
ℓ, 6ET , and two jets, and for the νν̄bb̄ final state we use the transverse mass of the 6ET and two jets. The transverse
mass is defined as:

MT =
√

E2
T − |~pT |2, (2)

where ET and ~pT are the total transverse energy and transverse momentum of the system, respectively. Figure 1
shows the separation between SM Higgs boson signal (JP = 0+) from models with JP = 0− for the WH → ℓνbb̄,
ZH → ℓℓbb̄, and ZH → νν̄bb̄ processes. For completeness, we have overlaid the JP = 2+ signal from Ref. [11] in this
and subsequent figures.

While these variables discriminate between spin and parity assignments very well for the signals, they do not
separate SM signal well from backgrounds due to other SM processes, as can be seen in Fig. 2 for the ℓνbb̄, ℓℓbb̄, and
νν̄bb̄ final states. To discriminate against SM backgrounds we use the invariant mass, Mjj , of the two leading b-tagged
jets (or b-tagged jet and leading non-tagged jet if only one jet is tagged) for the ℓℓbb̄ and νν̄bb̄ final states, and the
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FIG. 1: Transverse mass of the: (a) ℓνbb̄ system, invariant mass of the ℓℓbb̄ system (b) and ννbb̄ system (c) for simulated
events after all selection cuts for the three spin states. All histograms are normalized to have equal area. All signals assume
MH = 125 GeV.

final multivariate discriminant output (MVA) for the SM Higgs boson search for ℓνbb̄ final state [13], as shown in
Fig. 3.

In the case of the ℓℓbb̄ and νν̄bb̄ analyses we select two regions with different signal purity. Events with 100 ≤
Mjj ≤ 150 GeV (70 ≤ Mjj ≤ 150 GeV) for the ℓℓbb̄ (νν̄bb̄) analysis comprise the “high-purity” or HP region, while
the rest of the events are part of the “low-purity” or LP region.

In the ℓνbb̄ analysis events with MVA ≤ 0 provide negligible sensitivity to the analysis and are not considered
further. We split the remaining events into LP and HP regions, with 0 < MVA ≤ 0.5 defining the LP region and
MVA > 0.5 defining the HP region. Figure 4 shows the Mℓℓjj distribution for ST and DT events for the HP regions in
the ℓℓbb̄ analysis. Figure 5 shows the MT distribution for MT and TT events for the HP regions in the νν̄bb̄ analysis.
Figure 6 shows the MT distribution for 1TT, 2LT, 2MT, and 2TT events in the ℓνbb̄ analysis for the HP regions.
Each region and each b-tag category is a separate input channel in the final statistical analysis.

VI. STATISTICAL ANALYSIS

We combine results using the CLs method with a negative log-likelihood ratio (LLR) test statistic for the two
hypotheses, the test hypothesis, H1, and the null hypothesis, H0 [27, 28, 29, 30]. The LLR is given by:

LLR = −2 ln(LH1
/LH0

), (3)
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where Lx is the likelihood function for the hypothesis x. We define CLs as:

CLs = CLH1
/CLH0

(4)

where CLx for a given hypothesis x is defined using the conditional probability:

CLx = P (LLR ≥ LLRobs|x) (5)

These confidence levels are evaluated by integrating the corresponding LLR distributions of simulated experiment
outcomes drawn from Poisson distributions of the relevant signal and background parameters. Separate channels
and bins are combined by summing LLR values over all bins and channels. This method provides a robust means
of combining channels while maintaining each individual channel’s sensitivity and different systematic uncertainties.
Systematic uncertainties are treated as nuisance parameters with Gaussian probability distributions constrained by
their priors. This approach ensures that the uncertainties and their correlations are propagated to the outcome with
their appropriate weights.

To minimize the degrading effects of systematic uncertainties on the search sensitivity, we fit the individual back-
ground contributions to the observed data by maximizing a likelihood function [30]. The likelihood is a joint Poisson
probability over the number of bins in the calculation and is a function of the nuisance parameters and their uncer-
tainties. The maximization of the likelihood function is performed over the nuisance parameters, with separate fits
performed to both the H0 and H1 hypotheses for each Poisson MC trial. We have verified that all fit parameters and
pulls on the systematic uncertainties are well-behaved.

VII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties on signal and backgrounds vary among the analyses and are described in detail in Refs. [13,
14, 15]. We summarize only the major components below. The ℓνbb̄ and νν̄bb̄ analyses, along with the signals in
the ZH → ℓℓbb̄ analysis, have an uncertainty of 6.1% from the integrated luminosity [31]. The overall normalization
in the ZH → ℓℓbb̄ analysis is determined from the Z → ℓℓ mass peak in data assuming the NNLO Z/γ∗ cross
section, reducing the uncertainty to about 1%. An uncertainty of 1–10% due to the uncertainty on the b-tagging rate,
depending on the number and quality of tagged jets is taken into account. All analyses take into account uncertainties
on jet-energy scale, resolution, and jet identification efficiency, for a combined uncertainty of ≈ 7%. They also account
for uncertainties associated with measurement and acceptances for leptons, which range from 1% to 9% depending
on the final state. The largest contribution to all analyses is from the uncertainties on the cross sections of the
simulated W/Z+ heavy flavor backgrounds which are 20–30%. All other cross section uncertainties of simulated
backgrounds are below 10%. These values include both the uncertainty on the theoretical cross section calculations
and the uncertainties on the higher-order correction factors. The uncertainty on the expected multijet background in
each channel is dominated by the statistics of the data sample from which it is estimated. It is considered separately
from the uncertainties on the cross sections of the simulated backgrounds, and ranges from 10% to 30%. However,
this does not have a large impact on the sensitivity of this analysis since the multijet background is small in the
high-purity regions. All analyses take into account the uncertainties on the differential cross sections arising from
the choice of PDF set and QCD scale. In addition, we incorporate uncertainties that alter differential distributions
and kinematics of the dominant backgrounds in the analyses. These uncertainties are estimated from the variation
of the final discriminant distribution due to generator and background modeling uncertainties. Correlations between
systematic sources are also carried through in the calculations. For example, the uncertainty on the jet energy scale
is taken to be fully correlated between all signals and backgrounds obtained from simulation. Hence any fluctuation
in jet energy scale is common to all channels for a single pseudoexperiment. All systematic uncertainties originating
from a common source are assumed to be fully correlated.

VIII. RESULTS

In the first part of our statistical analysis we define the null hypothesis H0 as the sum of SM background processes
and the SM Higgs boson. The corresponding test hypothesis H1 assumes the presence of a boson with JP = 0− plus
the SM backgrounds, with no contribution from the SM Higgs boson. We can then define the quantities CL0+and
CL0− according to Eq. 5. Figure 7 shows the LLR distributions for the three analyses and the combination when
comparing the JP = 0− and JP = 0+ hypotheses.

Table I lists the CL0− , CL0+ , and 1 − CLs results, where we calculate the CLs values using two different signal
cross sections expressed as µ × σSM , where µ is the total signal strength and σSM is the SM JP = 0+ cross section.
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We consider µ = 1.23, corresponding to the best fit value V H → V bb̄ rate in our data [27], and µ = 1.0, corresponding
to the SM cross section. Figure 8 shows the LLR distributions for the three analyses and the combination when
comparing the JP = 0− and JP = 0+ hypotheses for µ = 1.23. We can also calculate expected values for each of
these quantities by replacing LLRobs with LLRexp

0+ , the median expectation for the JP = 0+ hypothesis. We interpret

the 1−CLs values as the confidence level at which we exclude the JP = 0− hypothesis in favor of the SM prediction
of JP = 0+ for a given value of µ. For the µ = 1.23 case, we exclude the JP = 0− hypothesis at the 99.5% C.L., i.e.,
at the 2.8 s.d. level. For the µ = 1.0 case, we exclude the JP = 0− hypothesis at the 97.9% C.L., i.e., at the 2.3 s.d.
level. The expected exclusion, obtained when assuming µ = 1.0 for all signals, is at the 99.8% C.L. (3.1 s.d.).

JP
= 0

−

vs. JP
= 0

+

Channel WH → ℓνbb̄ ZH → ℓℓbb̄ ZH → ννbb̄ Combined
CL0− Exp. (µ = 1.00) 0.060 0.110 0.060 0.001
CL0+ Exp. (µ = 1.00) 0.500 0.500 0.500 0.500
CL0− Obs. (µ = 1.00) 0.434 0.176 0.031 0.018
CL0+ Obs. (µ = 1.00) 0.961 0.658 0.434 0.875
1-CLs Exp. (µ = 1.00) 0.879 0.780 0.940 0.998
1-CLs Obs. (µ = 1.00) 0.549 0.732 0.962 0.979
CL0− Exp. (µ = 1.23) 0.034 0.077 0.019 0.0001
CL0+ Exp. (µ = 1.23) 0.500 0.500 0.500 0.500
CL0− Obs. (µ = 1.23) 0.338 0.115 0.004 0.004
CL0+ Obs. (µ = 1.23) 0.966 0.621 0.252 0.879
1-CLs Exp. (µ = 1.23) 0.932 0.845 0.962 0.9997
1-CLs Obs. (µ = 1.23) 0.650 0.814 0.983 0.995

TABLE I: Expected and observed CLs values (assuming signal cross sections equal to the 125 GeV SM Higgs production cross
section times µ), taking the null hypothesis H0 to be the SM Higgs boson signal JP = 0+ plus background, and the test
hypothesis H1 to be the JP = 0− signal plus background.

We also consider the possibility of multiple signals in the final state, i.e., an admixture of JP = 0+ and JP = 0−.
For this study we fix the sum of the two cross sections to a specific value of µ × σSM , and vary the fraction f0− of
non-SM signal and calculate the same values as above as a function of f0− . When studying f0− we take H1 to be
the sum of the background, the JP = 0− signal normalized to µ× σSM × f0− , and the JP = 0+ signal normalized to
µ× σSM × (1− f0−); accordingly H0 is then the sum of background and the JP = 0+ signal normalized to µ× σSM .
Figure 9 shows the LLR and 1−CLs values as a function of f0− for µ values of 1.0 and 1.23. For µ = 1.23 we exclude
fractions f0− > 0.67 at the 95% C.L. In the case of µ = 1.0 we exclude fractions f0− > 0.85.

IX. SUMMARY

We have performed a study of the JP = 0− and JP = 0+ spin and parity assignments for a Higgs boson taken
to have a mass of 125 GeV produced in association with a W or Z boson in the D0 data. We use the published
WH → ℓνbb̄, ZH → ℓℓbb̄, and ZH → νν̄bb̄ analyses with no modifications to the basic event selections or kinematic
cuts. We split the samples into high- and low-purity regions based on dijet mass or MVA output windows. Using the
total mass or total transverse mass of the V bb̄ system, we place limits on the cross section times bb̄ branching fraction
of a JP = 0− particle and we quantify the level of preference in data for the JP = 0+ prediction of the SM. We reject
the JP = 0− pseudoscalar hypothesis where the resonance has a cross section times branching ratio to b-quarks equal
to the standard model rate at the 97.9% C.L, or 2.3 standard deviations, in favor of the JP = 0+ hypothesis. The
expected exclusion sensitivity for JP = 0− assuming the SM cross section, is at the 99.8% C.L. or 3.1 s.d. When
considering that our signal may be an admixture of JP = 0− and JP = 0+ states, we exclude JP = 0− fractions
above 0.85 at the 95% C.L. when assuming the SM cross section.
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FIG. 2: Transverse mass of the: (a) ℓνbb̄ system in the WH → ℓνbb̄ 2-tight-tag (2TT) channel, (b) invariant mass of the
ℓℓbb̄ system in the ZH → ℓℓbb̄ double-tag (DT) channel and (c) ννbb̄ system in the ZH → νν̄bb̄ tight-tag (TT) channel. The
JP = 2+ and JP = 0− samples assume the SM cross section. Overflow events are included in the last nonzero bin. All signals
assume MH = 125 GeV.
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FIG. 3: (a) MVA output from the WH → ℓνbb̄ analysis in the 2-tight-tag (2TT) channel, and invariant mass of the two
b-tagged jets (b) from the ZH → ℓℓbb̄ analysis in the double-tag (DT) channel and (c) from the ZH → νν̄bb̄ analysis in the
tight-tag (TT) channel. The JP = 2+ and JP = 0− samples use the SM cross section. All signals assume MH = 125 GeV.
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FIG. 4: Invariant mass of the bb̄ + ℓℓ system in the ZH → ℓℓbb̄ analysis in (a) the single-tag high-purity (ST HP) and (b)
double-tag high-purity (DT HP) channels. The JP = 2+ and JP = 0− samples use the SM cross section. Overflow events are
included in the last bin. All signals assume MH = 125 GeV.
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FIG. 5: Transverse mass of the bb̄ + 6ET system in the ZH → ννbb̄ analysis (a) the medium-tag high-purity (MT HP) and (b)
tight-tag high-purity (TT HP) channels. The JP = 2+ and JP = 0− samples use the SM cross section. Overflow events are
included in the last bin. All signals assume MH = 125 GeV.
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FIG. 6: Transverse mass of the ℓ+ 6ET +bb̄ system in WH → ℓνbb̄ analysis for events in the high-purity (HP) region (MVA > 0.5)
for (a) 1 tight-tag (1TT), (b) 2 loose-tags (2LT), (c) 2 medium-tags (2MT), and (d) 2 tight-tags (2TT) channels. The JP = 2+

and JP = 0− samples use the SM cross section. Overflow events are included in the last nonzero bin. All signals assume
MH = 125 GeV.
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FIG. 7: LLR distributions comparing the JP = 0+ and JP = 0− hypotheses for the (a) WH → ℓνbb̄ analysis, (b) ZH → ℓℓbb̄

analysis, (c) ZH → ννbb̄ analysis, and (d) combination. We normalize the JP = 0− and JP = 0+ samples to the SM Higgs
cross section at 125 GeV (µ = 1.0). The vertical solid line represents the observed value, while the green and yellow areas are
the 1 s.d. and 2 s.d. fluctuations of the expectation from the null hypothesis H0, which is in this case the SM Higgs boson plus
background.
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FIG. 8: LLR distributions comparing the JP = 0+ and JP = 0− hypotheses for the (a) WH → ℓνbb̄ analysis, (b) ZH → ℓℓbb̄

analysis, (c) ZH → ννbb̄ analysis, and (d) combination. We normalize the JP = 0− and JP = 0+ samples to the SM Higgs
cross section at 125 GeV (µ = 1.23). The vertical solid line represents the observed value, while the green and yellow areas are
the 1 s.d. and 2 s.d. on the expectation from the null hypothesis H0, which is in this case the SM Higgs boson plus background.
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FIG. 9: Plot of (a) LLR for µ = 1.0, (b) 1−CLs for µ = 1.0, (c) LLR for µ = 1.23, and (d) 1−CLs for µ = 1.23, as a function
of the JP = 0− signal fraction f0− for all channels combined. We define H1 to be the sum of background, the JP = 0− signal
normalized to µ × σSM × f0− , and the JP = 0+ signal normalized to µ × σSM × (1 − f0−). We define H0 to be the sum of
background and the JP = 0+ signal normalized to µ × σSM (i.e., a pure JP = 0+ signal).
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