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A search for WH production in pp collisions at a center of mass energy of /s = 1.96 TeV is
presented. Events containing one lepton, missing transverse energy, and one or two b-tagged jets are
considered. The analysis is performed separately in the e and p channel, with a further subdivision
between events having one and two b tagged jets in the final state. The integrated luminosity used
in these analyses has been accumulated by the DO experiment at the Tevatron collider and averages
to 378 pb~!. In the single and double b-tagged samples, good agreement between data and the
standard model is observed. The combined result for both leptons and in both final states provides
upper limit on W H production cross section ranging from 2.4 pb to 2.9 pb for Higgs masses between
105 and 145 GeV.
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I. INTRODUCTION

For Higgs searches, the most sensitive production channel at the Tevatron for a Higgs mass below ~ 140 GeV is the
associated production of a Higgs boson with a W boson. A search for W H production in the evbb decay channel using
174 pb~! of DO data has already been published [1]. An update of that result using the same dataset as considered
in this analysis was released in 2005 [2]. The urbb decay channel however had not yet been analysed. Its study is
reported here and combined with the electron channel, which has also been reoptimized. The data set corresponds to
an integrated luminosity of 371 pb~! (e-channel) and 385 pb~! (u-channel). One lepton (electron or muon), missing
transverse energy K to account for the neutrino in the W boson decay and exactly two jets are required, with at least
one of the jets being b-tagged. In double b-tagged events, the dominant backgrounds to W H are Wbb production,
tt, and single top quark production. In single b-tagged events, multijet events and W production in association with
¢ and/or light jets also provide important contributions to the background. It has been shown [1] that the signal to
background ratio can be improved by requiring exactly two jets, so we concentrate on this signature in this analysis.

II. DATA SAMPLE AND EVENT SELECTION

The analysis relies on the following components of the D@ detector: a central-tracking system, which consists of
a silicon microstrip tracker (SMT) and a central fiber tracker (CFT), both located within a 2 T superconducting
solenoidal magnet [3]; a liquid-argon/uranium calorimeter made of a central section (CC) covering |n| up to =~ 1.1,
and two end calorimeters (EC) extending coverage to |n| < 3.2, all housed in separate cryostats [4], with scintillators
between the CC and EC cryostats providing sampling of developing showers at 1.1 < |5| < 1.4; a muon system which
resides beyond the calorimetry, and consists of a layer of tracking detectors and scintillation trigger counters before
1.8 T toroids, followed by two more similar layers after the toroids; the tracking at |n| < 1 relies on 10 cm wide drift
tubes [4], while 1 cm mini-drift tubes are used at 1 < |n| < 2.

The luminosity is measured using plastic scintillator arrays located in front of the EC cryostats, covering 2.7 <
|n| < 4.4. The trigger and data acquisition systems are designed to accommodate the large luminosity of Run II. We
reject data periods in which the quality of the data of the tracking (CFT and SMT), the calorimeter or the muon
system may be compromised. The uncertainty on the measured luminosity is 6.5% [5].

The W + jets candidate events must pass one of the triggers requiring for the e channel at least one electromagnetic
(EM) object and for the p channel, at least one muon objet or a “muon + jet” trigger. The calorimeter data are zero-
suppressed (at 2.5 o, where 0 = RMS of the cell noise), and in the event reconstruction we use the T42 calorimeter
reconstruction algorithm [6], which suppresses all cells with negative energy and single isolated cells between 2.5
o and 4 o before the other calorimetric algorithms are applied. This has been shown to improve the calorimeter
performance [7].

A. Selection and Lepton identification

The event selection for this analysis requires one lepton with pp > 20 GeV, missing transverse momentum K > 25
GeV and two jets with py > 20 GeV and pseudorapidity |n| < 2.5. Ounly events having a z vertex within £ 60 cm of
the nominal interaction point are kept. If the lepton is an electron, it is required to be in the central region, i.e. to
have [n5,;ecror] < 1.1. If it is a muon the requirement is |15, ;.00 < 2.0

The electrons are identified in 2 steps: a) the preselected electron candidates are first required to pass stricter
identification (ID) criteria: EM fraction > 0.9, isolation < 0.10, stricter shower shape requirements; these criteria
define a “loose” electron. b) The loose electrons are then tested with a likelihood algorithm developed on well
controlled samples, and which takes as input 7 quantities sensitive to the EM nature of the particles. If they satisfy
the likelihood requirement, they become final (“tight”) electrons for the analysis. The efficiency of the ID and
likelihood requirements are determined from a dielectron sample in which we select a pure set of Z events. The
ID /reconstruction efficiency is found to be 95.4 £ 0.4%. The likelihood efficiency for electrons is determined to be
92% + 0.3%.

Muons are reconstructed using information from the muon detector and the central tracker. They are required to
have hits in all layers of the muon system inside and outside the toroid steel. The superior spatial resolution of the
central tracker is used to improve the accuracy of kinematic properties of the muon and to confirm that the muon
originated from the primary vertex. A veto against cosmics based on scintillator hits timing is applied. Quality criteria
on the associated central track are also applied to reject the majority of fake muons. A small (< 304.,) track impact
parameter (dca) significance is required to reject muons originating from semi-leptonic decays of heavy flavored hadrons
which constitutes the main background. Such background muons have a lower transverse momentum spectrum and



are typically non-isolated due to jet fragmentation of the partial hadronic decay. A loose isolation criterion is defined
by the spatial separation AR between a muon and a jet in the 77—y plane, where ¢ is the azimuthal angle: we require
the distance between a muon and the closest jet to be AR(u,jet) > 0.5. Tighter muon isolation criteria are defined
by requiring that: a) the scalar sum of the transverse energy of calorimeter clusters in a hollow cone around the muon
between AR = 0.1 and AR = 0.4 is less than 2.5 GeV, and b) the scalar sum of the transverse momentum of all
tracks within a cone of radius AR = 0.5 around the muon is less than 2.5 GeV. The track matched to the muon is
excluded from this sum.

B. Multijet (QCD) background

To estimate the number of multijet (QCD) events containing a jet passing the final lepton identification criteria
we determine from the data the probability pi%’fli for a “loose” lepton originating from a jet to pass the tight lepton
cut. This is done separately for the electron and the muon channel. We use a sample of events having 2 jets back
to back in ¢ (|7 — Ayp| < 0.2), at low Fr(< 10 GeV), in which one of the jets has an EM fraction smaller than 0.7
and is required to be in the central calorimeter and far from the modules boundaries. In the electron case, the other
jet is required to satisfy all the electron-ID requirements except the likelihood cut. The probability pi‘l’g,‘ig is obtained
by dividing the number of events containing at least one electron candidate passing the likelihood cut by the total
number of events of the sample. This probability is determined as a function of the pr of the candidate electron. The
QCD background is then estimated for every differential distribution: we use this py dependent probability in the
so-called matrix method [8] that we apply to our final sample and to the loose sample (defined as the sample in which
all the event selection criteria are applied but for the electron likelihood). In the muon case, the same procedure is
applied using the corresponding tight and loose requirements.

The pp distribution of the lepton in the final W+ 2 jet sample is shown in Fig. 1a, and compared to the expectation:
at low pp the contamination of QCD background as determined by the matrix method is visible. The shape and
magnitude of the distribution is well reproduced by the simulation of the W + jets processes, after adding the QCD
background and other standard model (SM) backgrounds detailed in the next section.

C. Missing Transverse Energy and Jet properties

Since we want to select W decays we require large transverse missing energy:
Y1 > 25 GeV

K is calculated from the calorimetrer cells except for unclustered cells in the outermost layer (Coarse Hadronic) of
the calorimeter, and is corrected for the presence of any muons. All energy corrections to electrons or to jets are
propagated into Fp. The Fp distribution, shown in Fig. 1b, is well reproduced by the simulation when taking into
account the QCD background which accumulates at low Zr.

The transverse mass of the W candidates in the W+ jets sample is reconstructed from the lepton and missing
transverse energy. Its distribution is shown in Fig. 1c. A good agreement in shape and amplitude is observed between
the data and the simulation. In Fig. 1d the distribution of the scalar transverse energy is shown.

The jets used in this analysis are standard Run II cone jets with a radius of R = 0.5 with standard D@ jet-ID
criteria to avoid fake jets which might originate from noise in the calorimeter. The following cuts ensure that the
jet energy distribution in the various layers of the calorimeter is reasonable and that the jets are not due to spurious
energy deposits: a) Energy fraction in the EM layers of a jet is required to be 0.05 < EMF < 0.95. b) Energy fraction
in the CH calorimeter is required to be CHF < 0.4. The effect of noise jets is strongly diminished by the use of the
T42 algorithm which removes on average 15 GeV of noise per event [7].

The difference in efficiency of the jet-ID cuts between data and simulation is quantified in the overall jet reconstruc-
tion efficiency scale factor to which a systematic error of 5% (per jet) is assigned. The jet reconstruction efficiency
has a little effect on the W H signal since the average pr of the leading and second jet originating from a 115 GeV
Higgs after the selection cuts, are approximately 80 and 40 GeV respectively. The pr distributions of the leading jet
and next to leading jet in W + 2 jet events are shown in Figs. 2a and b. The 7 distribution of the leading jets is shown
in Fig. 2c. These distributions are described by the simulation.

The distribution of the invariant mass of the two leading jets for the events in this sample is shown in Figs. 2 d)
and compared to the simulation. We observe a good agreement in amplitude and shape for masses above 60 GeV.



III. SIMULATED DATASETS

The following processes have been simulated with the PYTHIA [9] MC event generator version 6.202, making use of
the CTEQ5L [10] leading-order parton distribution functions:

e inclusive production of: W — e/u/1m +v; Z — ee/pup/r7, WW, WZ, ZZ.
e it — e/u/T + jets production (lepton+jets and dilepton channels)
e WH — e/p/T + v + bb production
The following processes are simulated using other generators:
e The single top (s-channel (tb) and tbg-channel) are generated using COMPHEP [11].

e The W+ > 2 jets events (“ W+ jets”), are generated with ALPGEN [12] (with PYTHIA radiation + hadronization)
since ALPGEN has a better simulation of processes with large jet multiplicities. The generation is based on Wjj
processes, including Wee and Weyj, but not Wbb which is generated separately.

e The Wbb events are generated with ALPGEN requiring 2 parton jets with pr > 8 GeV separated in 7-¢ by
AR(= VAn® + Ag?) > 0.4. The NLO cross section is obtained using MCFM[13].

These simulated backgrounds are absolutely normalized, i.e. according to cross section, with the exception of the W+
jets sample which is normalized to the data after subtraction of all the other backgrounds. The systematic uncertainty
on the NLO cross sections of these processes is 6-18%, depending on the process.

All the above events were processed through the DO detector simulation (DOgstar [14], based on GEANT), the
electronics simulation (D@sim) and the reconstruction software (D@reco). The simulated events are then weighted
by the trigger efficiency and by the ratio data/simulation of all the selection efficiencies.

IV. b-TAGGING

The primary goal of this analysis is the search for W H production with two b jets in the final state. For tagging
heavy flavored jets the b-tagging algorithm JLIP[15] has been used. It is based on the estimation of the probability
to observe the b lifetime. The jet lifetime probability is constructed using only the tracks associated to the jets which
have a positive impact parameter in the transverse plane. The sign of the impact parameter is defined positive when
the scalar product cipe”»gee - pr(jet) is positive. Jpengee is defined in the transverse plane by the primary vertex and
the impact point.

First the jet lifetime probability cut is set to 1%. If two jets are tagged the event is selected as double b-tagged.
Otherwise the cut is tightened to 0.1% and if one jet can be tagged the event is selected as single b-tagged. The values
of these cuts have been optimized by maximizing the sensitivity to the Higgs signal. In this way the single and double
b-tagged subsamples are independent, which simplifies their combination. The JLIP cuts correspond approximately
to a mistag rate (tagging of light flavor jets) of the same amount, i.e. 0.1% and 1%. The efficiencies are 33 + 4% and
55 £ 4% respectively. The efficiency has been determined with central “taggable” jets (|| < 1.2) having a transverse
momentum of 35 < py < 55GeV. A jet is “taggable” if at least 2 tracks (one with py > 1 GeV, the other with
pr > 0.5 GeV) are inside the AR < 0.5 cone defining the jet. The jet taggability is typically 80% in a two jet QCD
sample with an uncertainty of 3% per jet.

In this analysis, for each tagged jet in the simulation, we apply the ratio between the expected taggability x tagging
efficiency in data versus simulation to reweight the simulated events. For the tagging efficiency of simulated b or ¢
jets, we use pr — 1 dependent data versus Monte-Carlo scale factors, determined from real b jets by the D@ b-ID
group [16]. These are also applied to light quark jets, but rescaled to match in our simulated “W+light jets” sample
the yield of mistagged events expected using light jet tag rate functions which are determined independently using
dedicated data samples [16].

V. SINGLE -TAGGED EVENTS

A AR cut between the two leading jets is applied (AR > 0.75) in order to reduce the influence of b-jets induced
by gluon splitting and to allow an unambiguous assignment in the simulation of the jet flavor. The simulated jet



flavor is defined as the “highest” flavor found in an n — ¢ cone with 0.3 radius, centered around the direction of the
reconstructed jet, the flavors being ranked from lowest to highest as u,d, s, ¢, b.

We observe 112 W + 2 jet events having one and ounly one b-tagged jet (0.1% JLIP cut), and 25 events having both
jets b-tagged (1% JLIP cut). We first concentrate on the events having only one b-tagged jet and will discuss the
double b-tagged events in the next section.

The QCD background is estimated with the matrix method, using as the loose sample the W + 2 jet sample in
which the lepton is selected using the loose criteria. It amounts to 18.0 = 6.3 events.

In Fig. 3a the distribution of the invariant dijet mass is shown for the W + 2 jet events having one jet b-tagged.
The data are compared to the sum of the simulated standard model processes added to the multijet background. The
observed agreement indicates that the simulation, which includes the different Standard Model processes, describes
the data well. The different components are detailed in Table I.

A “single b-tagged” (ST) WH production limit can be extracted from this distribution after selecting the same mass
windows as described in the next section for the “double b-tagged” (DT) selection. The number of observed/expected
events in these mass windows are detailed in Table II.

VI. DOUBLE b-TAGGED EVENTS

When requiring only one b-tagged jet, the background due to W + 2 light quark jets, top, and QCD processes is
still over a factor four larger than the processes which have not yet been observed and which can be studied with the
upgraded Tevatron: TWbb, single top and Higgs production. To improve the signal versus background ratio, we study
in this section the events in which the second jet is b-tagged.

Fig. 3c shows the pr distribution of the b-tagged jets from W + 2 b-tagged jet events, compared to the simulated
expectation. There are 50 data entries, corresponding to 25 events with two b-tagged jets. We expect that jets
originating from Wbb have on average a smaller py than those originating from ## decays. The Hyp [17] distribution
of these events is shown Fig. 3b. The distribution of AR obtained from the two b-tagged jets is shown in Fig. 3d. In
Fig. 4a and c are shown the distribution of the W transverse mass and the dijet mass formed from the 2 b-tagged jets
(in b and d are shown the same plots in logarithmic scale). Both plots display good agreement and the W mass peak
is now appearing in the double-tagged sample, with the higher statistics.

The 25 events observed are to be compared to an expected Standard Model background of 27.9 + 4.2 events. The
expected QCD background as obtained from the matrix method is 1.36 £+ 0.60 events, starting from the corresponding
tagged loose sample. For the other backgrounds we expect 26.5 & 4.1 events, and their origin is detailed in Table I.
All these results and distributions show that the simulation describes the data. To estimate our present sensitivity,
after reviewing the systematic uncertainties, we will derive a cross section limit for W H production.

W +2 jet W+ 2 jets W +2 jet

(1 b-tagged jet) (2 b-tagged jets)
WH 1.68 £ 0.17 0.35 £0.39 0.31 £ 0.06
WWWZ,ZZ 1178 £ 7.2 4.12 £0.71 1.62 £ 0.26
Whb 87.0 £ 16.6  16.7 + 3.5 10.83 + 2.38
tt 53.7 £ 6.0 127 £ 1.9 7.38 £ 1.57
Single top 32.7 £ 6.7 7.8 £41 2.90 £ 0.34
QCD Multijet 850 £ 231 18.0 £ 6.3 1.36 £ 0.60

W+ or Z +jets 6245 + 751 52.9 + 94 3.52 £ 0.74
Total expectation 7388 + 817  111.8 £17.0 27.9 + 4.2
Observed Events 7388 112 25

TABLE I: Summary table for the £ (e and p) + 2 jets + Er final state. Observed events in data are compared to the expected
number of W+2 jet events before and after b-tagging in the simulated samples of W H, dibosons, Wbb production, top production
(tt and single top), QCD multijet background, and “W or Z+ jet” production.

VII. SYSTEMATIC UNCERTAINTIES

The experimental systematic errors on the efficiencies or those due to to the propagation of other systematic errors
(trigger, energy calibration, smearing), which affect the signal and standard model backgrounds (QCD background
excepted, because it is derived from data) are the following (ranges indicate different values for the e and p channel)



e 2-3% error from the trigger efficiency derived from the data sample used in this analysis.

e 3-4% error for the lepton identification and reconstruction efficiency.

3-4% for the lepton energy smearing and scale.

5% for the jet-id and jet reconstruction efficiency, per jet.

5% for the modelling uncertainty of the jet multiplicity in the simulation.

5% (12%) for WH (Wbb), due to the jet energy scale error.

3% for the jet taggability.

5-6% for the JLIP b-tagging efficiency, per jet. For the light quark jets these errors are 9% (in the DT case)
and 13% (in the ST case ).

Overall, for W H production, the experimental systematic error is 16-19%. The luminosity error is treated separately
and amounts to 6.5%.

VIII. WH CROSS SECTION LIMIT

The expected contribution from the bb decay of a standard model Higgs boson of 115 GeV, produced in association
with a W boson and passing through the whole analysis chain, is shown in Fig. 4d and amounts to 0.31 events.
The expected distribution fit to a Gaussian in the optimal mass window £25 GeV (as determined from simulation)
has a relative resolution of 14%. Similar resolutions are obtained for the other mass points. The mean values are
systematically shifted towards lower values, since no b-jet energy scale correction is applied. However this is not an
issue, since the effect is similar in data and simulation as observed in Z — bb [18].

| Higgs mass | 105 GeV | 115 GeV | 125 GeV | 135 GeV | 145 GeV |
WH 0.4 0.27 0.17 0.09 0.04
WW,WZ,22 3.3 2.5 11 0.4 0.15
Wbb 6.6 6.6 4.5 3.4 2.5
tt 3.9 4.3 4.4 4.5 4.5
Single top 2.3 2.3 2.4 2.4 2.2
QCD / W or Z +jets 19.2 30.6 23.3 19.0 16.4
Total expectation 50.9 45.1 35.7 29.7 25.7
Data 40 32 32 27 27
WH 0.37 0.28 0.17 0.09 0.04
wz 14 1.0 0.60 0.22 0.05
Wbb 4.2 3.6 3.0 2.4 2.0
tt 2.0 2.1 2.4 2.2 2.3
Single top 0.89 0.89 0.92 0.89 2.0
QCD / W or Z +jets 1.8 1.6 1.4 1.2 1.0
Total expectation 10.5 9.3 8.1 6.9 6.3
Data 7 6 7 6 6
Combined Cross section limit (pb) 2.4 2.4 2.9 2.8 2.6
Expected Cross section limit (pb) 4.0 3.5 34 3.0 2.8

TABLE II: Number of observed and expected events, in different mass windows for single (ST, top table) and double b-tagged
events (DT, bottom table). The upper 95% C.L. cross section limits are given.

Six double b-tagged events (32 single b-tagged events) are observed in the dijet mass window of a 115 GeV Higgs.
The expected standard model background for the double b-tagged events (including here Wbb) is 9.3 & 1.8 events and
the expected W H signal is 0.28 £ 0.06 event.

As in the ST we can derive limits for the e and p channel. The four individual analyses (e, p, ST, DT) are then
combined and limits are derived from the invariant dijet mass distribution, using a modified frequentist approach, the
CLgs method [19, 20]. In this case, the binned distributions are summed over the log-likelihood ratio test statistic.
Systematic uncertainties are incorporated into the signal and background expectations using Gaussian sampling of
individual uncertainties. Correlations between uncertainties are handled by varying simultaneously for all channels



the fluctuations of identical sources. Limits are determined by scaling the signal expectations until the probability
for the background-only hypothesis falls below 5% (95% CL).

This translates into a cross section limit for o(pp — WH) x B(H — bb) of 2.4pb at 95% C.L. limit for a Higgs
boson mass of 115 GeV. The corresponding expected upper limit is 3.5 pb. The same study is performed for four
other Higgs mass points which are 105, 125, 135, and 145 GeV. The corresponding observed events, expectations, and
limits are given in Table II and summarized in the Higgs cross section limit plot, Fig. 5. Our result is compared to
the previously published results of DO on 174 pb~! of data in the e channel only [1], and of CDF (320 pb~!, ¢ and
u channels) [21]. The improvement in sensitivity obtained with this analysis is clearly visible in the region where we
have best sensitivity for low Higgs mass discovery, i.e. 115-135 GeV.

IX. SUMMARY

The (+ Ep + jets final state has been studied on 371-385 pb~! of data taken between April 2002 and September
2004. The W + 2 jet channel has been analyzed in detail. The ALPGEN event generator, which performs at leading
order in QCD and EW interactions the calculation of exact matrix elements of the elementary processes involved,
describes correctly, within the current statistics, the kinematic properties (jet spectra, W transverse mass) of these
events.

We observe 25 W + 2 jet events with both jets b-tagged using the Jet Lifetime Probability (JLIP) algorithm. The
production rate of these double b-tagged events is in agreement with the expectation from standard model processes,
within statistical and systematic errors. For this data sample, the Wbb expectation is 10.8 + 2.4 events compared to
a total expectation of 27.9 + 4.2 events.

The number of events with a W boson candidate and two jets in which one of the jets has been b-tagged with a
tighter tagging cut, and which does not belong to the double tag sample is 51 for an expectation of 49.2 & 10.0 events.
The single b-tagged production rate is consistent with the simulated expectation and the kinematic distributions of
these events are well described by the simulation.

To search for a Higgs boson, we have restricted the previous selections (single b-tagged and double b-tagged) to
dijet mass windows of £25 GeV around the reconstructed Higgs masses. With these inputs, we have set using the
CLs method combined upper cross section limits between 2.4 and 2.9 pb at 95% C.L. on o(pp — WH) x B(H — bb)
for Higgs masses between 105 and 145 GeV.
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FIG. 2: Distribution of the pr of the leading (a) and next to leading (b) jet, of the pseudorapidity of the leading jet (c), and of
the dijet mass (d) between the two jets in the W + 2 jet sample compared with the simulated expectation. The simulation is
normalized to the integrated luminosity of the data sample using the expected cross sections (absolute normalization) except
for the W+ jets sample which is normalized to the W + 2 jet data, taking into account all the other backgrounds.
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FIG. 3: a) Dijet invariant mass in W + 2 jets events having one jet b-tagged; (b,c,d): Distributions for the W + 2 jets events
having their two jets b-tagged: b) Hy variable; c) b-tagged jets momentum; d) AR between the two jets. The data are compared
to the different simulated processes. The simulation is normalized to the integrated luminosity of the data sample using the
expected cross sections (absolute normalization) except for the W+ jets sample which is normalized to the W + 2 jet data,
taking into account all the other backgrounds.
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FIG. 4: Distributions for the W + 2 jets events when the two jets are b-tagged. The data are compared to Wbb, tf, W +jets,
and other smaller expectations. The simulated processes are normalized to the integrated luminosity of the data sample using
the expected cross sections (absolute normalization) except for the W+ jets sample which is normalized to the W + 2 jet data,
taking into account all the other backgrounds. The backgrounds labelled as “other” in the figure are dominated by single-top
production. a) W transverse mass; b) same distribution in logarithmic scale; ¢) dijet invariant mass; d) same distribution in
logarithmic scale; Also shown is the contribution expected for standard model W H production, with mpiggs = 115 GeV.
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FIG. 5: 95% confidence level upper limit on cross section times branching ratio B(H — bl_)), and corresponding expected limit,
obtained by this analysis with an average integrated luminosity of 378 pb™?*, on W H production (W boson decaying into a
lepton + neutrino and Higgs into bb) versus Higgs mass. Also shown are the D@ analysis using the electron channel only (174
pb™1), published in 2005, the CDF published analysis (e, 4 channels, 320 pb~!, 2006) and the Standard Model expectation.



