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Data collected from September 2002 to mid of March 2004 by the D@ experiment in Run II
at Fermilab Tevatron pp collider have been used to search for two electrons plus taus final states
accompanied by missing transverse energy. These topologies are expected to arise if R-parity is
violated and the lightest neutralino is allowed to decay through a Ai133 coupling. Data corresponding
to an integrated luminosity of 198.7 + 12.9pb™" at a center-of-mass energy of 1.96 TeV have been

analyzed. Preliminary limits as a function of myo and me+ are set, since the expected number of

events is in agreement with the standard model expectations.



I. INTRODUCTION

Although the standard model has obtained remarkable success, there are strong arguments to consider it as a
low energy effective theory. The most popular extension of the standard model is supersymmetry. Supersymmetry
postulates the existence of a symmetry between fermions and bosons, thus doubling the number of known particles. It
provides the necessary cancellation of quadratic divergences which appear in loop corrections to the masses especially
in the case of the Higgs boson. Supersymmetry by itself does not impose the conservation of leptonic and baryonic
numbers. The R-parity number, defined as (—1)38+£+25 was introduced to solve this problem. However, the gauge
symmetry of the MSSM (minimal supersymmetric standard model) allows terms to be included in the superpotential
which violate R-parity. One can write the R-parity violating part of the lagrangian as follows:

Nk (LiL) B + Nijy (LiQ5) Df + Niga (U D5D) (1)
These terms do violate the baryon number B (by the 9 Al

couplings and the 27 A}, couplings).

couplings) and the lepton number L (by the 9 A

In this note we have considered the case where the R-parity violating term violates only the leptonic number with
a A133 coupling # 0. The framework of this work is the so-called weak limit of R-parity violation, where the R-parity
violating couplings are considerably smaller than the gauge couplings [1]. Most production and decay processes will
thus occur with R-parity conserving couplings, only the LSP is allowed to decay into standard model particles. In
the case of a A133 coupling # 0, the lightest supersymmetric particle, the neutralino, decays into a tau, a neutrino,
and either an electron or a second tau (as shown on Fig. 1). Therefore, the corresponding final state contains four
charged leptons accompanied by missing transverse energy. In this note we search for final states with two electrons
and at least one tau identified in its hadronic decay modes (narrow jet with low multiplicity). Section II describes
the dataset and MC samples, section III the estimate of the tau identification efficiency, section IV the final state
selection and section V the results.

FIG. 1: X3 RpV decays with A133 coupling.

II. DATASET AND MC SAMPLES

The data used were collected with the Run II D@ detector, from September 2002 to mid of March 2004 and
correspond to an integrated luminosity of 198.7 + 12.9pb™"'. The analysis sample consists of events triggered by
single or dielectron triggers, based on the presence of calorimeter clusters associated or not to a track.

Signal events have been generated with SUSYGEN [2] which uses SUSPECT [3] for the evolution of the Renor-
malization Group Equations. FEvents have been generated for different points in the mSUGRA parameter space
: sign(p) = +1, Ag = 0, tanf = 10, my = 80. A reference value of \i33 = 0.003 has been considered, which
corresponds to the present experimental limit [6]. With this Aj33 value, the LSP decays within few mm’s of the
primary vertex. To optimize the selection of the two electron plus tau final states, parameter combinations where the
stau is lighter than the )Zf have been considered. Given this mass hierarchy, additional taus from the cascade are ex-
pected to enhance the tau multiplicity of the final state. Physical properties of the signal points can be found in table I.



The main background sources are Z/v*(+jets) — ee, Z/v*(+jets) — 11, W(+jets) — ev and W (+jets) — v
where QCD jets are misidentified as taus or electrons or mismeasured as missing transverse energy. These Monte-
Carlo samples have been generated with PYTHIA 6.202 and the particle data function CTEQ5L. Data have been
used to estimate the QCD multi-jets contribution where two jets fake two electrons and at a least one hadronic tau
(as described in IV B).

TABLE I: Masses (GeV/c?) and cross-sections (pb) for the generated events with SUSYGEN in the mSUGRA framework. N
stands for neutralino and C for Chargino. A K-factor of 1.2 is applied to obtain NLO gaugino’s cross-sections as described in

4]

Mo Mi/2 sign(p) tan(3) mgo m.+ msz ONN occ oNC Otot otot (NLO) (pb)
80 160 1 10 58. 101.6 101.2 0.027 0.55 0.91 1.5 1.8
80 170 1 10 62.5 110.45 103.3 0.02 0.39 0.63 1.04 1.25
80 180 1 10 67. 119.2 105.5 0.014 0.28 0.44 0.75 0.9
80 190 1 10 71.5 128 107.8 0.01 0.2 0.32 0.53 0.64

III. TAU IDENTIFICATION IN HADRONIC MODES

This section describes the method used to identify taus in their hadronic decay modes and the study done to
estimate the efficiency of the identification technique. For this purpose a specific data sample has been used, made
of events with isolated muons. The correction factor obtained in this section to account for the differences between
Monte-Carlo and data is used in the search for R-parity violated supersymmetry with A133 coupling.

A. Introduction

Hadronic decay modes of taus can be seen as narrow jets (with essentially one or three tracks) with specific
electromagnetic energy fraction to hadronic energy fraction ratios. Based on these characteristics we consider several
variables : transverse and longitudinal shower shape, isolation criteria, electromagnetic ratio, and subclusters at the
maximum of the shower width. A set of neural networks has been developed, using these discrimating properties, in
order to separate taus in their hadronic modes from QCD jets. Two neural networks have been designed, in order to
recognize single track taus according to the decay signature they leave in the detector [7].

e type 1 : single track with calorimeter cluster but no electromagnetic subclusters (7 — v like).
e type 2 : single track with calorimeter cluster and electromagnetic subclusters (7 — 7(n7°)v like, n>= 1).

In addition to this set of neural networks a further neural network was developed in order to take care of the
electron contamination which can fake taus essentially of the second type. We refer as NN®YL the neural network
trained on QCD background, while NN° denotes the neural networks designed to remove the electron background.
The NNQCP have been trained on Monte-Carlo single taus for the signal and jets recoiling against non-isolated
muons from data for the background. The NN€ has been trained on the same signal sample and on Z — ee
Monte-Carlo for the background sample.

Muons faking taus in the calorimeter are removed by taking into account the shower shape of the energy deposition
in the hadronic cluster. The so called R, variable is used, R, = (E™ — EZK)/pi* > 0.7 where E7 is the visible
energy deposited by the tau in the calorimeter, E&% the hadronic energy in a 5x5 window around the track in the

outer part of the calorimeter and piT* the total transverse energy of the tau track.

B. Efficiencies of neural networks in data

We have used a data sample to estimate the neural networks efficiency ratio of data to Monte-Carlo for taus of
type 1 and 2. An enriched sample of taus, essentially originating from the process Z — 77 — Thearpt is selected.



A detailed study of this physics process can be found in [5]. u-7 pairs are chosen if they are back to back with
a difference in azimuthal angle A¢,, > 2.7 and if their invariant mass [8] lies between 40 and 80 GeV/c?, since
transverse energy is carried away by the neutrinos. Loose cuts on the lepton momenta are as well applied : pr, > 7
GeV/c, pr, > 14 GeV/ec.

The events are required to contain only one medium quality muon (n, = 1) in order to minimize the Z — puu
contribution. Muons faking taus have further been removed by using the %, variable. The cut on the neural network
for electrons is applied on the tau candidate, and events with a tau candidate in the inter-cryostat region were
discarded, in order to reduce the Z — 77 — pe contribution.

This sample is separated in two subsamples:

1) same sign sample referring to events in which the sign of the muon and of the charged hadron (single track type)
are the same. This sample is poor in hadronic tau decay modes.

2) opposite sign sample which includes Z — 77 — Thaarp as well as QCD type jets.

Using these 2 samples, as well as a Monte Carlo sample of Z — 77 — Theq-pt and a Monte Carlo sample of
Z — pp, we have fitted the tau candidate transverse momentum (defined as the transverse visible energy deposit in
the calorimeter) distribution in order to estimate the contribution of Z — 77 — Tha4rp in our opposite sign sample.
A minimization of a chisquare function has been used to perform this fit, leading to a relative error of 10% on the
Z = TT = Thadrs content. The Z — pp contribution is estimated independently as described in section III C and
kept constant in the fit. Fig. 2 shows the py spectrum with the evaluated fraction of QCD jets, Z — uu and
Z = TT = Thedrlt €vents.
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FIG. 2: Transverse momentum of the tau candidates.

Figures 3-4 are examples of good understanding of discriminating variables before applying the cut on the outputs
of the neural networks trained on QCD background. Figures 5-7 show the discrimating variables and final agreement
of the tau candidate transverse momentum distribution after the neural network cuts. The Z — 7p44-p and QCD
contributions are scaled to the ratio obtained by the fit on the pr spectrum. The correction factor used to describe
the difference in efficiency of the NN®¢P’s in MC and data, derived in section III C is applied in addition on the last
Figures 5 to 7.

Figures 3 and 5 show the transverse energy weighted cluster width, defined by \/ X Aﬁfn + A";fT" ). This cluster

width is the transverse energy weighted root mean square of the distance of the n cluster towers in the 1 — ¢ space
with respect to the main cluster direction. FE7, represents the transverse energy of each tower in the cluster and
E7 the total transverse energy of the calorimeter cluster. Figures 4 and 6 show the cluster isolation, defined by the
transverse energy difference between two cones of radius R = /12 + ¢?> = 0.5 and 0.3, divided by the transverse
energy of the inner cone. The tau contribution can be seen as expected among candidates with a small cluster width
and an isolated calorimeter cluster.
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FIG. 3: Transverse energy weighted cluster width (as de-
fined in the text). FIG. 4: Cluster isolation (as defined in the text).
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FIG. 5: Transverse energy weighted cluster width after cuts
on neural networks. FIG. 6: Cluster isolation after cuts on neural networks.
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FIG. 7: Transverse momentum of the tau candidates after cuts on neural networks.

C. Muon contamination

In order to estimate the number of Z — uu events, where one muon is misidentified as a tau in our opposite sign
sample of Z — Tpeqrpt events, the invariant mass of the tau track plus muon is considered. The number of events in
the Z peak mass window (i.e M, , € [81,101] GeV/c?) is compared to a Z — pupu MC sample while all preselection
cuts to enhance the Z — Tp44-p content in the opposite sign sample are applied. It is found that the opposite sign



data sample contains 74 + 14 Z — up events among the 2568 selected opposite sign p — 7 pairs.

From Table II the following correction factor to account for the differences between MC and data is calculated,
using the number obtained after the cuts on neural networks:

_ NZ_WT(data) _ (NuOTS(data) — NETS(data) — NZ—)yu) _ 264

- - =22 . 2
fx Nz—rr (MC) Nz (MC) 320 ~ U8 )

This factor has been folded into Monte-Carlo and applied in Figures 5 to 7. The error on this correction factor is
mainly due to the error of 10% on the estimate of the Z — 77 content before applying the neural networks.

TABLE II: Estimate of Z — 71 content before and after applying the cuts on the neural networks.

preselection + R, > 0.7 + n, =1 + NN > 0.9
Nﬁ’,b (data) : number of 7 — u pair of opposite sign 2568 396
N7 (data) : number of fitted 7 — y pair of same sign 2025 93 + 2
Nz_:-(MC) : number of fitted Z — 77 468 + 43 329 + 30
Nz_u : number of estimated Z — pp 74+ 14 39 £ 8

IV. SELECTION OF THE E+E+TAUS FINAL STATE

A. Cut flow

The event selection proceeds in four steps. The first step requires two electrons with an invariant mass higher
than 18 GeV/c?. The electron identification relies on the electromagnetic energy fraction, isolation and shower shape
of the calorimeter cluster. A likelihood estimator using the track match information is further used to reduce the
contamination from jets and to distinguish between electrons and photons. At this first stage the invariant mass
is checked to be in agreement with the SM processes and QCD multi-jets processes where jets are misidentified
as electrons. The QCD estimate is described in the next section. The invariant mass is then required to be less
than 80 GeV/c? in order to supress Z — ee events. The third selection reduces the dataset to events containing in
addition at least one hadronic tau. The signal we look for exhibits moderate missing transverse energy. QCD events
may also have moderate missing transverse energy due to jet energy mismeasurement. A useful variable is the ratio
M Er /+/SET which takes into account statistical flucuation of QCD jet energy measurements (where M Er is defined
as the transverse missing energy and SE7 as the total scalar transverse energy). To select events with significant
missing transverse ernergy a cut M Er/+/SEr > 1.5 is then applied. The distributions of M Er/+/SEr and invariant

dielectron mass are shown in Fig. 8 to 9 at the preselection cut of two electrons. The dark triangles represent the
data. The detailed cut flow of the analysis is summarized in table III.
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FIG. 8: MEr/\/SEr.

FIG. 9: Dielectron invariant mass.



TABLE III: Cut flow of the analysis.

(II1.1) 2 electrons preselection pr;, > 10, p1y, > 10 GeV/c
electrons are required to come from the primary vertex |zy¢z(elec) — zvtz| < lem
M., >18 GeV/c?
(I11.2) M. <80 GeV/c?
(III.3) at least one hadronic tau pr, > 7GeV/c
type 1 or type 2 7’s should be outside the inter-cryostat region
anti QCD jet : NNZ2TD or NN2UT > 0.9
anti electron background : A¢., < 0.1, NN°¢ >0.9
anti muon background : A¢,. < 0.1, R, > 0.7

(I11.4) Anti-Drell Yan and QCD cut MEr/+/(SEr) > 15

B. QCD background

The number of QCD events, where two jets are misidentified as two electrons is estimated by considering the number
of like sign electrons in our selection sample at the cut level II11.2 (see table III). Such a sample contains little Z — ee

events and is dominated by QCD events. We assume that Ngg D= Ngg p =N375 — N3% where Nyj, refers to the

number of same sign events found in all standard model Monte-Carlo except QCD. N 1*\9,150 has been found to be almost
negligible. In order to get an estimate of the number of QCD events at each level of the analysis, a QCD sample is
defined. The like sign dielectron sample is not directly used since the signal can also contain two equal sign electrons,
if one electron stems from a tau for instance. This sample consists of events containing two fake electrons, defined by
inverting the cuts used to identify electrons. This sample of fake electrons has then been normalized to the number

of estimated QCD events with the like sign method (Ngcp = 2% (N75, — Nii%)). Fake electrons have been removed

of the QCD sample if they match a tau candidate in a AR = /An? + A¢? > 0.3 cone in order not to count twice
the same electromagnetic cluster.

V. RESULTS AND CONCLUSION

A. Comparison between data and expectations from Monte-Carlo

Figures 10 to 11 show the M Er/+/(SEr) distribution, and tau type distribution at cut II.3. The number of data
and expected events from SM processes are given in Table IV. The tau data/MC efficiency factor f. (2), computed
in section IIIC, is applied in MC for events where taus are selected. The number of expected events in standard
model MC with two electrons and two taus is equal to zero, as well as the number of observed events in data. The
quoted errors include systematic errors combined with the statistical errors.
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FIG. 10: MEr/+/(SET) at the two electrons plus taw cut. FIG. 11: Selected tau type.



The systematic errors taken into account in Table IV stem mainly from the error of 12.5 % on the tau data/MC
efficiency correction factor, followed by the 6.5% error on the luminosity. Following effects have also been considered:

e the uncertainties due to the correction factor between data and MC for electrons, about 2%.

e the uncertainties on the trigger efficiency for the different Monte-Carlo samples ( 5% for the Z — ee process
with M. € 15-60 GeV/c?)

e the errors on the cross-sections used for the SM background processes (between 5% and 8% error).

TABLE IV: Number of data events observed and background events expected for the different cuts used in the selection. The
systematic errors include errors on efficiency, luminosity and cross-sections.

SM process 2e M > 18 + M. < 80 +7r>=1 + MEr/+/(SEr) >1.5
tt 5.63 £+ 0.42 3.07 £ 0.24 0.01+ 0.01 0.01+ 0.01
W->ev +j 4.78 + 2.74 4.78+ 2.74 0 0

W->ev + 2j 7.74 £1.73 6.73+ 1.59 0 0

W->71v 4+ 0.46 £+ 0.99 0.46+ 0.99 0 0

W->1v + 2j 1.39 £ 1.6 1.394+ 1.6 0 0

Z-> 1 15-60 2.43 + 0.81 2.38%+ 0.8 0 0

Z-> 71 60-130 125.12 + 11.45 123.86+ 11.35 0.31+ 0.21 0.25+ 0.19
Z-> ee 15-60 2706.36 + 348.74 2692.83+ 347.08 3.82+ 1.1 0

Z-> ee 60-130 13183.3 + 1037.41 1050.16+ 83.61 2.8+ 0.69 0.27+ 0.19
Z-> ee 130-250 81.84 + 5.58 0.25+ 0.03 0.01£ 0 0

QCD 918 + 30 699 + 26.4 2.1 +1.15 0.5 £0.7
total of bkg 17037 4+ 1094 4586.59 + 356.13 9.08 £+ 0.98 1.04 + 1.42
DATA 17172 4907 11 0

B. Signal efficiency and limits

TABLE V: Efficiencies for different signal points with systematic errors at different stage of the analysis. The systematic errors
do not include the error on the cross-sections.

Acceptance % 2 e M. € (18,80) +7>=1 + MEr/\/(SEr) >1.5
mo = 80 my/, = 160 Mok = 101.41 9.224+ 0.25 1.6+ 0.24 1.24+ 0.19

mo = 80 my /o = 170 mot= 110.45 9.77+ 0.23 2.14+ 0.34 1.72+ 0.27

mo = 80 my /o = 180 meE = 119.1 9.87+ 0.23 2.3+ 0.36 1.67+ 0.26

mo = 80 my,» = 190 M= 128 11.27+ 0.25 2.85% 0.45 1.88+ 0.3

TABLE VI: Tests of exclusion on signal points for the two electrons plus at least one hadronic tau channel.

acceptance % expected evts onn+cc+ne (NLO) (pb) 095 (pb)
mo = 80 my,» = 160 me: = 101.41 1.24+ 0.19 3.69+ 0.82 1.8 1.3
mo = 80 my/, = 170 Mo+ = 110.45 1.72+ 0.27 3.56+ 0.74 1.25 0.95
mo = 80 my/, = 180 Mo+ = 119.1 1.67+ 0.26 2.45+ 0.53 0.9 0.97
mo = 80 my,2 = 190 Myt = 128 1.88%+ 0.3 2.02+ 0.41 0.65 0.87
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The data seen is consistent with SM and instrumental backgrounds which suggests no evidence for 9 pair production
followed by a decay with A;33 coupling. After all selections 0 events from data are seen while 1.04 + 1.42 events are
expected from SM processes and instrumental backgrounds. Using the results given in Tables IV and V and a bayesian
technique, upper limits on the cross-section with 95 % confidence limit are set. The results are summarized in table
VI. In figures 12 and 13 we show the calculated limits as functions of m (%) and m(x?). The reference values for the
LEP limits on the chargino and neutralino masses have been taken from reference [6]. This preliminary result allows
to exclude at 95% C.L. the region : m(¥i) <118 GeV/c2, m(x?) < 66 GeV/c? for p > 0, tan 8 = 10, mg = 80.
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