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Abstract

The goal of this report is to give a comprehensive overview of the rich field
of forward physics, with a special attention to the topics that can be studied at
the LHC. The report starts presenting a selection of the Monte Carlo simula-
tion tools currently available, chapter 2, then enters the rich phenomenology
of QCD at low, chapter 3, and high, chapter 4, momentum transfer, while
the unique scattering conditions of central exclusive production are analyzed
in chapter 5. The last two experimental topics, Cosmic Ray and Heavy Ion
physics are presented in the chapter 6 and 7 respectively. Chapter 8 is ded-
icated to the BFKL dynamics, multiparton interactions, and saturation. The
report ends with an overview of the forward detectors at LHC. Each chapter
is correlated with a comprehensive bibliography, attempting to provide to the
interested reader with a wide opportunity for further studies.
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Foreword

In early 2013 the LHC Forward Physics and Diffraction Working Group was formed, as part of the
activities of common interest to the LHC experiments organized by the LHC Physics Centre at CERN
(LPCC, http://cern.ch/Ipcc). The primary goal of the WG was to coordinate, across the experiments and
with the theoretical community, the discussion of the physics opportunities, experimental challenges and
accelerator requirements arising from the study of forward phenomena and diffraction at the LHC. The
mandate of the group included the preparation of a Report, to outline a coherent picture of the forward
physics programme at the LHC, taking into account the potential of the existing experiments — including
possible detector upgrades —, the possible beam configurations and performance of the accelerator, and
the optimization of the LHC availability for these measurements, in view of the priority need to maximize
the LHC total integrated luminosity.

The WG was set up by the LPCC in coordination with the management of the ALICE, ATLAS,
CMS, LHCb, LHCf and TOTEM experiments, which nominated their representatives in the WG steering
group and the WG co-chairs. The steering group identified theory conveners, to oversee the relevant
sections of the Report, and created three subgroups to focus the WG activity, reflecting the physics goals
appropriate to different LHC running conditions:

— low pileup and luminosity (few 10 pb~1),
— medium luminosity (few 100 pb~!),
— high luminosity (100 fb=1).

All interested physicists were then invited to attend the 16 WG meetings held so far, and to
contribute to the writing of this Report, which hopefully represents the unanimous views of the broad
forward-physics community. The detailed information about the WG, including the composition of the
steering committee and of the subgroups’ conveners, the list of meetings, the link to the WG material
and to its mailing list subscription, can be found in the WG web page at

http://cern.ch/LPCC/index.php?page=fwd_wg

As requested by the LHC experiments committee (LHCC), and following the several presentations
delivered to the committee in the course of the WG activity, this final Report will be submitted to the
LHCC, and will form the basis for its internal discussions and recommendations on the requests by
the experiments for beam time and detector upgrades, related to forward physics, during Run 2 of the
LHC and beyond. More in general, we trust that this Report will promote the deeper understanding and
appreciation of the value of this component of the LHC physics programme, and will encourage further
progress and the development of new ideas, both on the theoretical and experimental fronts.

The chairs of the LHC Forward Physics WG
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For a successful run of the LHC it is essential to have a full understanding of the complete
final states. This includes, besides the central region, also the kinematic region as close as pos-
sible to the forward direction. New physics is mainly searched for in the central region where
factorization theorems for inclusive cross sections allow the use of parton densities and hard
subprocesses whose cross sections can be calculated by using perturbative theory. However,
there is a rich physics content outside this kinematic region, in particular close to the forward
directions. Prominent examples include the final states with high forward multiplicities, as
well as those with rapidity gaps, notably in elastic, diffractive, and central exclusive processes.
Some of these configurations originate from purely nonperturbative reactions, while others can
be explained in terms of multiparton chains or other extensions of the perturbative QCD par-
ton picture. Future progress in this field requires the combination of thorough experimental
measurements and extensive theoretical work.

Monte Carlo generators are indispensable for analyzing experimental data and comparing
them with theoretical predictions. Their further development requires detailed studies of the
forward region. The most successful and most frequently used Monte Carlo event generators
(Madgraph, Pythia, Herwig) were initially written with focus on the central region, consid-
ered as the most promising for discovering new physics. Higher order QCD calculations have
been implemented, and corrections due to multiparton interactions are now being included.
Nevertheless, there remain important aspects that require further attention. Most importantly,
when extending these event generators to the forward direction, it becomes necessary to include
diffractive (elastic and inelastic) final states. The importance of this rapidity gap physics has
been demonstrated, in particular, by the HERA data. At the LHC, final states with rapidity gaps
are ascribed to rescattering effects (multiparton chains) that reduce the probability of finding
kinematic regions devoid of jets or particles. This suppression (commonly referred to as ’sup-
pression due to survival factors’) has to be taken into account by the event generators, a task
that still presents both conceptual and practical difficulties. On the other hand, there are event
generators specifically developed for the forward direction (EPOS, PHOJET, QGSJET) that
have proven to be particularly successful in predicting, for example, forward energy flow and
multiplicities. A third class of specialised Monte Carlo generators has been developed: CAS-
CADE and HEJ for small-x and BFKL physics, POMWIG, FPMC and SuperCHIC for central
exclusive production. What is still missing are Monte Carlo generators that simulate final states
dominated by saturated parton distributions. In summary, the most ambitious goal in the field
of Monte Carlo simulation is the development of generators that include precision QCD calcu-
lations, and simulate multiparton interactions as well as final states with rapidity gaps. Clearly,
the study of forward physics plays a central role in making progress along these lines.

The measurement of elastic pp scattering at the highest available energies is a 'must’
at the LHC. This includes the measurement of o;,, d0,;/dt over the largest possible ¢ region
(specially at small ¢-values), and, more generally, the study of the composition of the total
cross section in terms of elastic, diffractive and inelastic contributions. These measurements
represent a textbook example of forward physics. The observed rise of the total cross section
at the ISR, the Tevatron and at HERA and its compatibility with unitarity has always been a
topic of central interest in particle physics. One of the goals is the connection of pp scattering
at collider energies with cosmic ray physics: we are now in the novel situation in which the



LHC energies are within the cosmic ray energy domain and it is thus possible to connect these
two branches of particle physics. The high energy run of LHC will allow to provide new data
points in the cosmic ray spectrum. On the theoretical side the rise of the total cross section
raises the question of unitarity, one of the basic principles of particle physics. How do o;,; and
o,; reach their respective unitarity bounds? Is there an Odderon, as predicted by perturbative
QCD? Theoretical answers cannot be obtained from perturbative calculations alone: there are
important nonperturbative aspects in high energy forward scattering that reside in the region of
large impact parameter. In contrast to the static potential of low energy QCD, in the high energy
scattering of two hadrons both the profile function and the transverse energy composition are
energy dependent, and their understanding within QCD therefore requires new tools. In this
situation, experimental measurements are most important.

The appearance of rapidity gaps in pp scattering as well as the presence of intact protons
in the final state that can be measured - in particular when accompanied by a hard scale (jets
or heavy particles) - is part of the complicated structure of multiple interactions. In contrast
to deep inelastic scattering where, for diffractive final states, multiple interactions are strongly
suppressed, in pp scattering a rapidity gap in a single parton chain is likely to be filled by
production from another chain. This leads to the suppression of rapidity gaps and the destruction
of the scattered protons, leading to a suppression of the visible diffractive cross section encoded
in the survival factor S*> < 1. The thorough measurement of final states with rapidity gaps and
intact protons therefore serves as a valuable tool for understanding the event structure in pp
scattering. The most promiment examples include the single diffractive production of jets, Z
and W bosons, as well as the central exclusive production reactions (double Pomeron exchange).
These events allow to further constrain the Pomeron structure in terms of quarks and gluons,
as initially investigated at HERA, in the completely new kinematical domain reached at the
LHC. Diffractive final states originating from double Pomeron exchange attract attention also
from another perspective. Double Pomeron exchange allows the formation of new states from
pure gluons: the glueball states that have been under discussion for many years, heavy flavor
states as well as beyond-standard-model objects. Tagging of the intact protons allows for a
clean spin-parity analysis of the produced states. The presence of rapidity gaps between the
protons and the centrally produced system along with that of intact protons can also be due to
photon exchange, i.e. in such final states LHC serves as a yy-collider. This opens the door to the
electroweak sector, e.g. to the search for anomalous couplings of vector bosons and photons.

Forward physics allows to address specific aspects of QCD dynamics that go beyond the
collinear approximation, notably BFKL and small-x physics. The BFKL Pomeron has been
derived for the high energy scattering of partons, but its theoretical interest has become much
broader, and now includes aspects of integrability and the connection with gravity and string
theory. Consequently there is a strong motivation to establish its existence in the real world of
strong interactions. Already at HERA and at the Tevatron special final states were identified as
providing potentially clear signals, most notably the Mueller-Navelet jets with a large rapidity
separation between between two jets of comparable transverse momenta, and the so-called jet
gap jet events, where two jets are separated by a gap devoid of particles. Such configurations
have already been investigated in previous runs of the LHC (in particular, angular decorrela-
tions), but it has become clear that further evidence has to be searched for. Both the increase
in energy and the recent theoretical developments strongly motivate new efforts. For example,
with the higher machine energy it will be possible to address, apart from the celebrated angular
decorrelation between the jets, also the BFKL intercept: a comparison of Mueller-Navelet jets
at different machine energies (7 TeV and 13 TeV) with fixed momentum fractions of the parton
densities allows a direct measurement of the cross section as a function of the rapidity separa-



tion, i.e. the BFKL interecpt. Another BFKL related measurement that has not been carried
out yet consists of varying the transverse momenta of the two Mueller-Navelet jets: when the
momenta are of the same order, the BFKL Pomeron should dominate, whereas for very differ-
ent transverse momenta the DGLAP description applies. BFKL dynamics can be tested also in
another way. With modern calculational tools it has become possible to address multiparton fi-
nal states within the collinear factorization. In the region of large rapidities, these subprocesses
generate logarithms of energy and thus can directly be compared with LO or NLO BFKL. A
new Monte Carlo (BFKLex) has been designed and developed specially for probing BFKL dy-
namics. Interest in small-x corrections to parton densities has been stimulated by deep inleastic
ep scattering at HERA and by heavy ion collisison, studied both at RHIC and in the previous
LHC run. One of the prominent ideas is the saturation of gluon densities at small x and low
Q? that arises from multi-parton chains and their recombination. At the LHC one of the most
promising places for searching signals for saturation is the kinematic region very close to the
forward directions, in particular the Drell-Yan production of lepton pairs. Here LHC energies
allow to access a much larger kinematic region than previous machines. More information on
saturation is expected from the measurements of two-particle correlations: here it is mandatory
to have rapidity intervals as large as possible.

Understanding the sources and the propagation of cosmic rays are central questions of
astroparticle physics. While there is increasing evidence that supernova remnants accelerate
cosmic rays up to energies of ~ Z x 10'* eV (with Z the charge of the cosmic ray nucleus), the
sources of the particles of energies up to 102 eV are not known. Cosmic ray physics needs a
good understanding of p-air collisions in the forward directions. Indeed, air shower simulations
represent a key ingedient needed to analyze cosmic ray data. Monte Carlo generators developed
for cosmic ray physics (EPOS, PHOJET, QGSJET) are already quite successful in describing
pp collisions in the forward direction and, for further improvements, it will be useful to study
proton-oxygen collisions at the LHC. LHC energies have now reached regions that are close to
cosmic ray physics and thus will allow to understand and to fine-tune hadronic models used for
air shower simulation.

Finally, we describe the relevance of forward physics for heavy ion physics. Ultraperiph-
eral collisions (UPC) of nuclei (protons and nuclei) at the LHC provide a tool complementary
to pp, pA collisions for testing high energy QCD dynamics. For example, studies of UPC allow
to measure nucleon and nucleus PDFs in a wide range of x down to x > 10~ for much smaller
virtualities than in pp and pA collisions. Photon induced processes can also be probed in ion-
ion and p-ion interactions given the fact that the intensity of the photon flux grows as the square
of the charge of the accelerated particle, implying that heavy ions are a more efficient source of
photons than protons.

We finish the document by describing the new detectors that are being or will be installed
at the LHC by the ALICE, ATLAS, CMS, LHCb, LHCf and TOTEM collaborations. They will
allow fulfilling the rich program of forward physics mentioned above and described in detail in
the document.



Chapter 1

Running conditions and beam induced backgrounds
Editors: V. Avati, C. Royon

In this chapter, we describe briefly the acceptance of the forward detectors in the ATLAS
and CMS/TOTEM experiments, as well as the induced backgrounds and the different running
conditions at the LHC, that will be used in the next chapters of this document.

1.1 Acceptance of Forward Detectors

In this chapter, the proton impact position at forward detector locations for various optics set-
tings and at an energy of /s = 14 TeV is discussed in vicinity of the ATLAS Interaction Point
(IP1). The detailed studies of the proton behaviour for other energies can be found in [1].
Similar results are expected for the CMS-TOTEM Interaction Point.

The amount of data delivered by a collider is described by its instantaneous luminosity,
which can be calculated as:
LN N-fry
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where N; and N, are the number of particles per bunch in beam 1 and 2, correspondingly, n
is the number of colliding bunches (beam pairs), f is the beam revolution frequency, € is its
emittance, * is the betatron function at the Interaction Point (IP), ¥ is beam Lorentz factor, and
F is the geometric luminosity reduction factor due to the crossing angle at the Interaction Point:
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where 6 is the crossing angle, 6 — the bunch length, and 6* — the transverse beam size!. The

crossing angle is introduced in order to avoid unwanted parasitic interactions, i.e. when the
bunches collide with each other away from the IP.

In terms of the accelerator optics, the value of the betatron function, 3, at a point is the
distance from this point to the next at which the beam is twice as wide. The lower the value of
the betatron function at the IP (*), the smaller the beam size is (¢ ~ 1/ \/B ), and thus the larger
the instantaneous luminosity is. During standard data taking at the LHC, one tries to decrease
the value of B* in order to maximise the delivered luminosity. These settings are commonly
referred as the collision optics. Such an approach introduces large pile-up, which, as will be
shown later in this report, makes diffractive measurements very difficult, if not impossible.
Therefore one would like to have a few runs dedicated to the studies of diffraction. In such
runs the magnets settings may be unchanged, but the proton population in bunches should be
decreased, in order to keep the pile-up at reasonably low level.

Processes at very small |¢| such as elastic scattering require a dedicated machine configu-
ration, known as high-f* optics. The modifications include:

n this section, asterisk denotes values at the Interaction Point.



— a high value of the betatron function, which implies a very low beam angular divergence
(angular momentum spread) at the IP,

— low intensity bunches, needed to minimise the intra-beam scattering effects and to avoid
an additional proton transverse momentum smearing,

— small number of bunches, to operate without a crossing angle,

— parallel-to-point focusing — a special feature obtained with a phase advance of y = /2
to the forward detectors that causes the protons scattered at the same angle to be focused
at the same point in the forward detector (in case of the discussed ALFA detectors such
focusing occurs in the vertical, y, coordinate),

Another important parameter is the beam emittance, €, which is a measure of the average
spread in the position-momentum phase space. The LHC has been designed to obtain € =
3.75 um-rad, but due to its outstanding performance this value was about 2 ptm-rad the average
during Run 1. In the following, the design value of the emittance is used in the calculations of
the beam properties around the forward detectors, whereas the actual one is employed when the
beam behaviour at the IP is computed. Such an approach is consistent with the one of the LHC
machine group and the real experimental conditions.

The beam sizes and the beam divergence (momentum angular spread) at the ATLAS In-
teraction Point for various LHC optics are listed in Table 1.1. These results were obtained using
the MAD-X program [2, 3], input with the relevant LHC optics files [4].

Table 1.1: LHC beam transverse size and beam divergence at the ATLAS IP for /s = 14 TeV, various
B* optics modes and emittance values.

B* [m] beam transverse size [mm] beam divergence [MeV]
e€=2umrad &=3.75um-rad ‘ e€=2umrad &=3.75 um-rad
0.55 0.012 0.017 150 210
90 0.16 0.21 12 17
1000 0.52 0.71 3.6 5.0

The beam size at the forward detector’s location determines the minimum distance from
the beam to which the detectors can be safely inserted. Its knowledge is important for both the
event simulations and data analysis, as it defines the kinematic regions that are accessible for a
given optics settings. The results for the AFP and ALFA cases are listed in Table 1.2. It is worth
recalling that although beam 1 and beam 2 are not identical, the differences in their transverse
size at the location of forward detectors are negligible. For the ALFA(AFP) detectors only y(x)
width is meaningful since they approach the beam in the vertical(horizontal) plane.

For all the measurements that are possible with forward detectors, it is crucial to under-
stand the connection between the scattered proton momentum and the position in the detector.
This is usually expressed in terms of the geometric acceptance, which is defined as the ratio of
the number of protons with a given relative energy loss (&) and transverse momentum (pr) that
reached the detector to the total number of the scattered protons. Obviously, not all scattered
protons can be measured in forward detectors as they can be too close to the beam to be detected
or can hit some LHC element (a collimator, the beam pipe, a magnet) upstream of the detector.
In the calculations presented below, the following factors were taken into account:

— beam properties at the IP,



Table 1.2: LHC beam size in x at AFP and in y at ALFA stations for different * optics modes for
nominal and low emittance. Calculations were done for /s = 14 TeV.

245

B* zeOA' [mm] 6312 [mm] Gy237 [mm] c,* [mm]

[m] | e=2 €=375 €=2 €=375 €=2 €=375 €=2 €=3.5

0.55 | 0.14 0.19 0.10 0.14 0.21 0.28 0.17 0.23
90 0.43 0.59 0.36 0.49 0.48 0.66 0.44 0.60
1000 | 0.56 0.76 0.48 0.65 0.17 0.23 0.16 0.22

— beam pipe aperture,

— properties of the LHC magnetic lattice,

— detector geometry,

— distance between the beam centre and the active detector edge.

The geometric acceptance of the first AFP station (planned to be installed 204 m from the
IP1) for /s = 14 TeV is shown in Fig. 1.1. The distance from the beam centre was set to 15 &
for the collision optics, to 10 o for the high-B* ones (cf. Table 1.2). In order to account for the
dead material of the Roman Pot window a 0.3 mm distance was added in all cases.

AFP 204 m AFP 204 m AFP 204 m
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Fig. 1.1: Geometric acceptance of the AFP detector as a function of the proton relative energy loss (§)
and its transverse momentum (pt) for different LHC optics settings. The beam properties at the 1P, the
beam chamber and the detector geometries, the distance between the detector edge and the beam centre
were taken into account. The beam energy was set to 7 TeV and the distance from the beam is calculated
taking into account the nominal emittance value of 3.75 um-rad and 0.3 mm of dead material.

For collision optics, the region of high acceptance is limited to pt < 3 GeV and 0.02 <
& < 0.12. These limits change to pr < 1 GeV and 0.07 < £ < 0.17 and 0.1 < £ < 0.17 for
B* =90 and 1000 m optics, correspondingly.

The results for the first ALFA station (located 237 m from the IP1) are shown in Fig. 1.2.
For this case the distance from the beam centre was set to 15 o for collision optics and to 10 o
for the high-B* ones and a 0.3 mm of dead material was added.

For collision optics the region of high acceptance (> 80%) is limited by pr < 0.5 GeV
and 0.06 < & < 0.12, which is significantly smaller than in case of the AFP detectors. The
picture changes drastically when high-B* optics is considered, as these settings are optimised
for the elastic scattering measurement in which access to low pr values for & = 0 is crucial.
One should also note that the limit on the minimum value of the proton pt decreases with the
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Fig. 1.2: Geometric acceptance of the ALFA detector as a function of the proton relative energy loss (&)
and its transverse momentum (pt) for different LHC optics settings. The beam properties at the 1P, the
beam chamber and the detector geometries, the distance between the detector edge and the beam centre
were taken into account. The beam energy was set to 7 TeV and the distance from the beam is calculated
taking into account the nominal emittance value of 3.75 um-rad and 0.3 mm of dead material.

increase of the B* value. In other words, the higher the B* is, the smaller ¢ values are accessible.
It is worth mentioning that the lower value of accessible pt depends on the distance between
the beam centre and the detector edge as was shown [5].
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Fig. 1.3: Geometric acceptance of the TOTEM-RP detectors (vertical and horizontal) as a function of
the proton relative energy loss (&) and its squared four-momentum transfer (¢) for different LHC optics
settings (left, B*=90 m; right, low-3*), at the beam energy of 7 TeV and at detector distance from the
beam corresponding to 106+0.5 mm.

Similar considerations can be done for the acceptance in the leading proton detectors in
IP5. The detailed acceptance studies of the TOTEM and CT-PPS detectors have been published
already elesewhere ( [7,8]). As example in Fig. 1.3 is shown the acceptance for high (90 m) and
low beta optics, for both vertical and horizontal detectors.

1.2 Background: pp induced background

In addition to the genuine physics processes from the hard interaction or from pileup events,
“machine-induced” backgrounds mainly due to beam halo or secondary particles must be taken



into account, as more than one track per bunch crossing can arrive to the RP. The electronics
associated to the timing detector can measure without ambiguity only the traversing time of one
particle per bunch crossing, hence the detector plane must be properly segmented as the deteri-
oration of the timing detector resolution has a direct impact on the background suppression.

The contribution of the beam-related background has been added to the background from
the physics interactions in many studies presented in this report.

The machine-induced background contribution at z=220 m is estimated by extrapolating
the TOTEM measurements at /s = 8 TeV during Run-I to the Run-II data-taking conditions.

The beam-related background has two components: the “collision debris" and the “beam halo"
background. The “collision debris" contains particles from showers generated in the vacuum
pipe aperture limitations that eventually produce a signal in the RPs. This fraction of the back-
ground scales with u (defined as the mean number of inelastic interaction per bunch crossing)
as the number of vertices (pile-up) generated in the bunch crossing. The “beam halo" contribu-
tion is due to beam protons travelling far from the central beam orbit and hitting the RPs; this
contribution is expected to scale with the beam current (= /LL). 2 In this study the background
is calculated per bunch crossing and the effective scaling is done based on the parameter u.

Different approaches have been used to understand how to extract the background compo-
nent from the data and how to extrapolate it to higher pile-up conditions. The detailed procedure
is described in [6]. It can be summarized as in the following: the background probability per
bunch-crossing is estimated from a zero-bias data sample (random trigger on bunch crossing).
which includes all events, from both background and physics processes. In order to subtract
the contribution from physics processes, the multiplicity of the leading protons reconstructed in
the pots is estimated with a dedicated sample of simulated events (without pileup) for the very
high pile-up case (low-*) or by using the information of the T2 telescope for moderate pile-up
(high-B*). By comparing the multiplicity of the primary tracks with the average cluster multi-
plicity per detector plane from the data (zero-bias data sample) it is then possible to subtract this
contribution, and to extract the probability distribution of the background per bunch-crossing as
well as its spacial distribution in the detector.

In the high-B* scenario the beam-beam background has been estimated by selecting
events with tracks in both arms of T2: in this sub-sample the probability to have at least a
cluster in the RPs for events without elastic candidates was found to be 1.5%. In this estimate
the contribution of the high-mass diffraction is already subtracted (about 0.5%). The beam halo
contribution was calculated as the probability to have a proton track reconstructed in the vertical
RPs when both T2 arms are empty and no elastic signature is present (i.e. no collinear protons
on the other arm). The estimate is conservative and probably overestimates the beam-halo, as
the selection includes contributions from low mass SD (no signal in T2 with possibly a single
proton in the RPs acceptance) and a small fraction of elastic events with a proton on one arm
escaping the detection (due to smearing and edge effects). This background, assumed to scale
with /L, is ~ 2 — 3% for each vertical RP in condition with y =0.5.

In conclusion, the beam-beam background probability estimated for a scenario with high-
B* and u =0.5 is about 3% per BX.

In the low-B* scenario, the probability per BX to have an additional track due to the
beam-beam background has been found to be 80% at u=>50.

The extrapolated occupancies are shown in Figure 1.4 for u = 50,0.5. The occupancy
values reported in Figure 1.4 are not corrected by a factor 2-1.2 to account for the limited multi-

2In fact Legm < NpunchNproton, Where npy,qp, is the number of bunches in the LHC ring and Npor0, is the number of protons

in a bunch, while the pile-up is proportional to Ngmwn.



track capability.
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Fig. 1.4: Left: occupancy/BX*mm? in the horizontal RP (low-B*, u = 50, 60 approach). Right:
occupancy/BX*mm? in the vertical RP (8* =90m, u = 0.5, 9.50 approach). Not included in the plot the
corrections factor 2 (1.2) which accounts for multiple tracks inefficiency (see text).

The beam background estimation is necessary for a proper optimization of the timing
detector design: this extrapolation has been used for detectors development in the TOTEM
Timing Upgrade TDR [7] and in the CT-PPS TDR [8]. Moreover several studies have been
performed to understand the impact of such background on the physics process selection (see
Chapter 5) and on the trigger optimization for high luminosity runs [6, 8].

1.3 Different running conditions

We briefly describe in this section the different running scenarii at the LHC, namely the low,
medium and high luminosity runs (Table 1.3.

First we would like to stress that there is a complementarity between the low and high
B* measurements. At high f* in the forward detector acceptance of ATLAS/ALFA and CMS-
TOTEM it is possible to be sensitive to very low & values and thus to small diffractive masses,
which corresponds to much higher cross section with respect to high diffractive masses. The
small amount of luminosity available at high B* will this be enough to fulfill the diffractive
program at low masses.
On the contrary, at low B*, the horizontal roman pots of ATLAS/AFP and CT-PPS will be
needed and the acceptance is better at high & and thus high diffractive masses. The cross sec-
tion for such processes is much smaller but high luminosity of the order of 100s of fb~! will be
available, allowing even searching for beyond standard model effects. In such high luminosity
and high pile up conditions, the rapidity gap method to detect diffractive events in ATLAS/CMS
is impossible.
An intermediary case is with LHCb that can acculumate a reasonable amount of luminosity
(typically a few fb~!) with little pile up and can use the rapidity gap method to measure diffrac-
tion since the beam are partially defocused close to LHCb. The Alice collaboration concentrates
more on heavy ion and p-ion runs and will measure diffraction in those runs where pile up is
negligible and the rapidity gap method can also be used.

The low luminosity runs (without pile up) allow performing multiplicity and energy flow
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measurements useful to tune MC as well as to measure the total and soft diffractive cross sec-
tions in the ATLAS/ALFA and TOTEM experiments for a typical B* up to 1000 m (see chapter
3). Additional measurements such as single diffraction, low mass resonances, glueballs, jet
production in double Pomeron are possible at non-zero but little pile up, for f* between 20 and
90 m. The default configuration studied in this document for these runs is at high f* ~ 90m
and the vertical forward detectors of ATLAS/ALFA and TOTEM can be used, together with the
forward detectors such as T1/T2 from TOTEM. In a few days of data taking at a pile up of ~0.1,
typically 5 to 10 pb~! can be acculmulated..

Medium luminosity runs are set-up specifically for the different LHC experiments. The
CMS-TOTEM and ATLAS (ALFA and AFP) can accumulate low pile up data in low and high
B* special runs at low luminosity. It is then possible to accumulate 10 to 100 pb~! at high
B* with a pile up u ~1 with a couple of weeks of data taking and about the same amount of
luminosity at low B* with the same time scale at 4 ~2 to 5. Let us mention again that both
running conditions are usueful since they access different kinematical domains, namely small
and large diffractive masses The LHCb experiment can accumulate a few fb~! of data at small
pile up..

High pile up data taking conditions means working at the same luminosity delivered to
the experiments during standard data taking periods. The conditions in ATLAS and CMS are
such to have a pile up u between 20 and 100. It is also possible to collect data at a lower pile
up U ~25 by restricting data taking to end of store (we estimated that up to 40% of the total
luminosity can be collected in this way) or to use events originating only from the tails of the
vertex distribution, where the pile-up conditions are less severe. Typical luminosities will be
100s of fb~! in such conditions.

Table 1.3: Summary of the machine parameters for the different running conditions.

Conditions B* N N, u L Lins Physics
[m] | [10" p] (pileup) | [cm ?s~'] | [24h]
> 1000 0.7 2 0.004 10?7 0.1/nb | 6;4; Coulumb region
LOW 19 0.1 40 0.01 5-10%8 4.8/mb | Lhcf Run; Multiplicity; En-
ergy flow; Inelastic cross
section
19 0.7 40 0.4 2:10% 0.17/pb | High cross section diffrac-
tion
MEDIUM . .
u 90 0.7 156-700 0.1 10%9-103! | 0.2-1/pb | 6,0r; low mass diffraction;
Hard diffraction
90 1.5 700 0.6 5-10%! 4.4/pb | Glueball searches; CEP
HIGH 0.5 1.15 2800 LHCb programme
0.5 1.15 2800 30 103 1/fb Exclusive dijets, anomalous
coupling
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Chapter 2

Monte Carlo

Convener and Editor: L. Harland-Lang
Internal Reviewers: H. Jung, M. Ruspa

2.1 Introduction

Monte Carlo (MC) simulations of high energy physics are an essential part of the LHC for-
ward physics programme. Such simulations are important as a means to compare the available
models of diffractive physics with LHC measurements, as well as a tool to tune to hadronic
data and hence provide a phenomenological description of soft QCD effects, an understanding
of which is essential for a wide range of high energy physics analyses, including searches for
BSM physics. In addition these are crucial in the modelling of cosmic ray physics, as described
in Chapter 7. A large range of MC generators that deal with diffractive processes explicitly are
available, many of which have been used in the experimental analyses described in this report,
while conversely, these MC generators rely on future diffractive measurements at the LHC to
constrain and improve the theoretical models contained within them. In Sections 2.2-2.7 some
of the most widely used and up—to—date such MC generators for diffractive physics are de-
scribed: the basics of the underlying theoretical models are summarised, and the outlook for the
future is discussed, in particular in terms of the possibilities for and importance of future LHC
measurements. Central exclusive production, discussed in Chapter 5, requires a different the-
oretical approach to standard inclusive processes and is not currently included in the available
general purpose MC event generators. A selection of MC generators that deal dominantly with
this exclusive process are on the other hand available, which are discussed in Sections 2.9-2.12.
This (non—exhaustive) list of MC generators for diffraction and CEP is intended to serve as a
reference point for some results in this report, where these MC generators are used. Finally,
in Section 2.13 a selection of comparison plots between LHC Run I diffractive measurements
and MC predictions are shown: this serves as an indication of the way in which, already, such
measurements can be of great use for MC tuning, with future data increasingly allowing differ-
entiation between the model inputs.

2.2 EPOS LHC

EPOS LHC [1] is a minimum bias MC hadronic generator used for both heavy ion interactions
and cosmic ray air shower simulations. It is based on EPOS 1.99 [2, 3] retuned to reproduce
LHC data on a higher precision level. EPOS is based on a hadronic model which provides a
consistent treatment of the cross section calculation and particle production, taking into account
energy conservation, in both cases according to parton-based Gribov-Regge theory [4]. In this
approach, the basic ingredient is the purely imaginary amplitude of a single pomeron exchange,
which is the sum of a (parameterized, Regge-like) soft contribution Go(§,b) = ot(b)$§% and a
semi-hard contribution based on the convolution of a soft pre-evolution (the part of the ampli-
tude corresponding to a Regge-like soft evolution, from an arbitrary low virtuality Q? to the
minimum hard scale Q(z) necessary to start the hard evolution), a DGLAP based hard evolution
and a standard LO QCD 2—2 cross section. The latter needs complex calculations but can be

13



fitted to a simple Regge-like term: G($,b) = oy (b)$P1. § = sxTx is the fraction of energy
(mass) carried by the pomeron and b the impact parameter of the nucleon-nucleon collision.
Further details can be found in [4].

Both cross sections and particle production are based on the total amplitude G = Y, G;
via a complex Markov-Chain MC. The particle production process has two main components.
Firstly, there are the strings composed from pomerons (2 strings per pomeron, with ISR and
FSR and the soft contribution from the non-perturbative pre-evolution, below the fixed scale
Q(z), included); at high energy many pomerons can be exchanged in parallel in each event (MPI),
covering the mid-rapidity part. Secondly, there are the remnants, which carry the remaining
energy and quarks and mostly cover the fragmentation region. A remnant can be as simple as
a resonance or a string elongated along the beam axis if its mass is high enough and is treated
the same way for both diffractive and non-diffractive events. Another particularity of EPOS
is that on an event-by-event basis, if the particle density of the secondaries produced by the
string fragmentation is too high (more than about 3 or 4 hadrons per fm?), then string segments
are merged to form clusters. Clusters are subsequently decayed following the microcanoni-
cal ensemble with additional flow to mimic the particle spectra obtained after hydrodynamical
evolution and freezout hadronization (statistical collective hadronization).

2.2.1 Diffractive contribution

To generate inelastic events where new particles are produced, following standard AGK (Abramovski,
Gribov, Kancheli [5]) cutting rules configurations of cut (inelastic) pomerons (with amplitude

G) and uncut (elastic) pomerons (with amplitude -G) are generated. Configurations having the
same number of cut pomerons, and any number of uncut ones, belong to the same class of
inelastic events. As a consequence a class of inelastic event is defined by its number of cut
pomerons and the sum of all possible elastic (uncut) pomeron exchanges.

A low mass diffractive event will be produced if only the remnants are excited and no
inelastic (i.e. cut) pomeron is exchanged. To have such a contribution consistently produced by
the MC, a third term G is added to the total amplitude. Unlike the pomeron exchange discussed
above, this diffractive exchange will not produce central strings (except in the case of central
diffraction) but will allow the remnant to gain a heavier mass as some excited state. It can be
defined as

2
Gz(X,S,b) = oczx*adiff exp {— 52b(s) } (2.1)

where o is a free parameter depending on the remnant type. To use the same form as in the
case of the soft pomeron, we have

8 =4-0.0389- (RI7, + Rl + gy Ins ) (2.2)

with 2 free parameters RZ;}?’f and (xc’ﬁff. Since § = M2, Ogirr is fixed at 1 to have a mass distri-

bution following the usual 1/M? = §~%ii/. oy, R} and ol 7 can be fixed by fitting all cross
sections (total, elastic, inelastic, single diffractive and elastic slope).

With G defined as )
G(x",x ,s,b) = Z Gi(x",x",s,b) (2.3)
i=0

it is possible to have a soft diffractive interaction if only G, is exchanged, while in the case of
multiple interactions, G can be produced together with Gy and/or G;. In future developments,
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G, will be used to get the mass of the remnant in all cases (including non-diffractive events),
while in EPOS LHC an independent 1/M?%en distribution is currently used to fix the mass of
the excited remnants.

As a consequence, a high mass diffractive event will occur if a hard pomeron is exchanged
without remnant excitation. A free parameter is introduced to fix this probability.

2.2.2 Inclusive Cross Sections

One fundamental quantity is the function ®, due to the contribution of all elastic pomeron
(virtual) exchanges, which can be written as :

) 1 [
‘ 1
CI><xpr°J,xtarg,s,b> = Z/ deidx/{ T H —G(xj{,x;t,s,b) (2.4)
=0V A=1 =1
X Fremn (xproj - in_> Fremn (xtarg - in_t) )
A A

where xP™ and x® are the momentum fractions not used in inelastic pomeron exchange
and Femn 1s a vertex function with the remnant to guarantee energy conservation (Y ;peXine +
YelaXela < D).

For xP™=x""¢ — ], the ® function can be seen as the probability to have only elastic
pomeron exchange without any new particles produced, for a given impact parameter b. This
then leads to the inelastic cross section definition

Gine(s) = /dzb (1—®(1,1,5,b)) . 2.5)

An elastic scattering corresponds to the sum of elastic pomeron exchanges, with at least one
exchange, which can be written as

Oeta(5) = / d’b (1 - m}z : (2.6)

and then

Giot(5) = Oine(s) + Ceta(5) = 2/d2b (1 —Ja(, 1,s,b)> . 2.7)

The elastic slope B (d0e1y/dt = Aexp(+Bt) fort — 07) is then
1fdb2b2(1— <I>(1,l,s,b)>
2 fap (1— <I>(1,1,s,b)>

(2.8)

All free parameters entering in the definition of G and Fiempn can be tuned by a combined fit of
all hadronic cross sections (Fig. 2.1), particle multiplicity and the proton structure function F;
(including the Q? independent correction at high energy/high mass needed to reduce the rise
of the cross sections). For this reason minimum bias measurements are important for more
exclusive channels, where special configurations of the amplitudes G; are tested.
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Fig. 2.1: Total, inelastic, elastic and single diffractive p-p cross section calculated with EPOS LHC.
Points are data from [6] and the stars are the LHC measurements by the TOTEM experiment [7].

2.2.3 Diffractive Cross Sections

The diffractive cross section is now defined as that due to at least one inelastic exchange G,
but with no other inelastic contribution; this can not be calculated analytically. Since G, is only
dominant for } x << 1, we can write

Gdiff(s,b) ~ CID(l,l,s b) (2.9)
J’_ —
X pa Om‘ /dx dx, G xu7s7b)—1]
~ ®(1,1,s,b) [exp{/dx+de2(x+,x,s,b)} — 11 ) (2.10)

In practice, a parameter MCorr is introduced to evaluate the diffractive cross section without
making such an approximation. The numerical value of MCorr can be fixed by a fit to the cross
section obtained from exact MC simulations (equivalent to numerical integration) using

adiff(s):/dzb <<I>(1,1,s,b) [exp{Mécorr}—ID , @.11)

with y = [dxTdx~ Ga(x",x™,5,b) = MWGXP{_%}‘

Then defining the probability Ry, and Ry, to have projectile or target excitation respec-
tively, the single diffractive cross section can be written as

Osd(8) = Rpro-(1 — Ruar)-Ouir(s) + (1 — Rpro) -Rear-Ouie () (2.12)
and as a consequence the double diffractive cross section is simply
Odd(s) = Rpro-Riar-Ouift (5) (2.13)
and the low mass (soft) central diffraction cross section is
0cd(s) = (1 = Rpro)-(1 — Rear) - Ouise () - (2.14)
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For central diffraction, since none of the remnants are excited, two strings without remnant
connections are used to produce particles at mid rapidity (with two rapidity gaps). This is very
similar to the method used to treat high mass diffraction but without any hard contribution
(only soft strings). A better treatment of central diffraction with resonance production is under
development.

Future LHC measurements of diffractive mass and rapidity gap distributions are extremely
important to further constrain the parameters of the model for both low mass (soft) diffraction
and high mass (hard) diffraction.

2.3 PHOJET

PHOJET is a MC event generator [8, 9] designed for simulating soft and semi—hard hadronic
interactions, suited for describing accelerator events selected with minimum bias triggers. Spe-
cial care is taken to have a self—consistent model for all partial cross sections, including the
interplay of soft, hard, as well as diffractive and non—diffractive interactions [8]. Each inelastic
interaction configuration is related through unitarity to a contribution to the elastic amplitude.

While PHOJET was originally developed for hadron-hadron, photon-hadron, and photon—
photon interactions (hadron = p/7/K) [9], it has later been extended and included as a building
block in the DPMJET IITI MC package [10] to also apply it to hadron—nucleus [11], nucleus—
nucleus [12], and photon—nucleus interactions [13,14]. The description of hadronic interactions
of photons is limited to real and weakly—virtual photons, and no attempt is made to model deep—
inelastic scattering.

The theoretical framework of the model is the Dual Parton Model [15] in which color flow
topologies derived from the expansion of QCD for large numbers of color and flavour [16, 17]
are unitarized in an eikonal-like model. The Dual Parton Model is closely related to the the
Quark—Gluon-String Model [18], although there are differences in the practical implementa-
tions.

2.3.1 Inclusive and total cross sections

A detailed description of all partial cross sections can be found in [19]. In the following only a
very brief summary is given.

Applying the optical theorem an elastic scattering amplitude is constructed from the sum
of soft and hard interactions. All interactions leading to transverse momenta of partons smaller
than pcf“’ff are attributed to soft interactions, for which the parton interpretation is only valid
in analogy to the topological expansion of QCD. The Born cross section for soft interactions
is parameterized by o5 = gzsﬁff. Interactions with large momentum transfer, corresponding to

partonic final states with p | > thOff, are called hard (or semi—hard) interactions and described

by leading—order perturbative QCD

- dX1 d-x2 fz X1, U0 f X2, U
T X g ) e )

d6; jk($)
d?p,

(2.15)

The transverse momentum cutoff is increased with the collision energy [20] to obtain a good
description throughout the collider energy range [21]. Charm quarks are treated as massless
and heavier quarks are not included in the calculation. The parameters of the amplitude for
soft interactions are fitted to obtain a good description of the total, elastic, and diffractive cross
sections and the forward slope of the differential elastic cross section at collider energies. There-
fore, the soft parameters, and in particular A, depend on the set of parton densities and the
P used for the fit.
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The sum of the amplitudes of soft and hard interactions form the pomeron amplitude, the
basic building block of PHOJET. Pomeron—pomeron interactions are only explicitly included
at lowest order for a number of graphs of interest (triple-pomeron for single diffractive disso-
ciation, loop—pomeron for double—diffraction dissociation, and two combined triple—pomeron
graphs, sometimes called double—pomeron scattering, for central diffraction [22]). All unitarity
cuts of these graphs are accounted for following the AGK cutting rules [5].

The partial (soft, hard, triple-pomeron, loop—pomeron, double—-pomeron) amplitudes are
unitarized in a two—channel eikonal model [23]. The two channels are the ground states of
the scattering particles and effective low—mass excitations of the ground states, that are used to
describe low—mass diffraction dissociation, similar to the Good—Walker model [24]. Low-mass
excitations are limited to M,% < 5GeV?.

Photon interactions are described using the Vector Dominance Model (VDM) for soft
(resolved) photon processes and QCD/QED matrix elements are used for hard processes and
point-like photon interactions. VDM form factors are taken to extend the description from real
photons to photons of virtuality up to Q> ~ 1 —2 GeV?.

2.3.2 Modelling of inelastic final states

As a first step the cross sections for different inelastic final states (diffractive and non—diffractive
topologies) are calculated. Thanks to the two—channel unitarization of the amplitudes the sizes
of the diffractive cross sections are directly linked to, for example, the multiplicity distribution
in non—diffractive interactions, leading to strong model constraints. A high—energy event can be
built up of a superposition of unitarity cuts of all the aforementioned amplitudes and exhibits, in
general, a very complex topology. Hard interactions are sampled first without considering any
phase space constraints. In the next step, working from the highest p, downward, the generated
hard interactions are completed with angular ordered initial state radiation and, if needed, soft
partons. The algorithm for generating initial state radiation is very similar to that described
in [25]. Sometimes, depending on the number of interactions and available phase space, it may
not be possible for all of the soft and hard interactions to be realized: in this case, priority is
given to those with the highest p | .

The partonic color flow of each event is sampled explicitly in the large N, limit [16].
An option for soft color reconnection is implemented but currently not activated as it would
not be compatible with the underlying ideas of the topological expansion of QCD. Partons are
combined to color—neutral strings according to their color charges and PYTHIA 6 [26] is used
to generate final state radiation for hard interactions. String fragmentation and hadronization is
also done with PYTHIA 6 using an optimized set of fragmentation parameters.

One special feature of PHOJET is the generation of multiple soft and hard interactions in
single and double diffractive dissociation, and in double pomeron scattering. A description of
the single interaction scenario is given in [27] and the extension to multiple interactions is dis-
cussed in [28]. Inspired by the Ingelman—Schlein approach [29] the implementation of multiple
interactions is analogous to that in non—diffractive interactions except that a virtual pomeron
state is used to replace one or two of the scattering hadrons. Correspondingly, hard interac-
tions are generated with parton densities for the pomeron (i.e. diffractive parton densities). The
suppression of hard interactions with large rapidity gaps, due to the gap survival probability, is
accounted for by generating multiple—interaction graphs. A prediction of this model is that the
increase with the mass/energy of the pseudorapidity plateau of charged particles in diffractive
interactions is similar to or faster than that observed for non—diffractive interactions [28].
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Fig. 2.2: The POMWIG model. Photoproduction in ep (or ee) collisions is replaced with pomeron or
reggeon exchange in pp (or ep) collisions.

2.3.3 Plans and future developments

Work is ongoing to implement new parton densities in PHOJET and to carry out the correspond-
ing cross section fits and fragmentation parameter optimization within a timescale of one year.
On a somewhat longer time scale the implementation of a microscopic model of parton density
saturation, which is currently accounted for only in a rather crude way and independent of the
impact parameter of the collision, is foreseen.

24 POMWIG

POMWIG is a modification to the HERWIG event generator that allows for the simulation of
diffractive interactions. The modifications are simple once it is noticed that pomeron exchange
events in hadron—-hadron collisions look very much like resolved photoproduction events in
lepton—hadron collisions [30]. In resolved photoproduction in electron—proton collisions, for
example, the process is modelled by the incoming electron radiating a quasi-real photon ac-
cording to a flux formula. The photon is then treated as a hadronic object with a structure
function, which undergoes a collision with the beam proton. Similarly, single diffractive inter-
actions in proton—proton collisions may be modelled by assuming that one of the beam protons
emits a pomeron, again according to some flux formula, which subsequently undergoes an inter-
action with the other beam proton (see Fig. 2.2). HERWIG will automatically choose to radiate
a photon from a beam lepton if a hard subprocess is selected which requires a hadronic structure
for the beam lepton. An example would be choosing HERWIG subprocess 1500 (QCD 2 — 2
scattering) in an electron—proton collision.

To simulate a single diffractive interaction in pp collisions, therefore, the photon flux
should be replaced with a suitable pomeron flux factor, and the photon structure function with
a pomeron structure function, and HERWIG should be run in ep mode rather than pp mode.
The electron is identified with the proton which remains intact after the diffractive scattering,
and POMWIG replaces the final-state electron by an intact, forward going proton in the event
record. This process may be generalised to include sub-leading Regge exchanges, and to simu-
late double pomeron collisions.

The code can be obtained from [31]. The routines supplied function with all currently
available Fortran versions of HERWIG from 5.9 onwards. Full installation details can be found
at [31]. The example main program provided generates double pomeron — Higgs events at the
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Quantity | Value
op 1.203
R 0.50
op 0.26
o 0.90
Bp 4.6
BRr 2.0
Cr 16

Table 2.1: The default parameters in POMWIG

LHC, for a Higgs mass of 115 GeV, and using H1 2006 pomeron Fit A parton densities.

The default parameters for the pomeron and reggeon fluxes are those found by the H1
Collaboration in [32], for the case in which no interference is assumed between the pomeron

and reggeon contributions to FZD(3), as shown in Table 2.1. The reggeon contribution is not
well constrained by the H1 data, but is only important at high xp and low-f3. In hadron-hadron
collisions, the variable xp is commonly referred to as &. The fluxes are parameterised as

Timin eﬁ”’(l)

fp/p<)€y)) :N/ Wdt (216)

Imax XP
Tinin eBR(t)

Tryp(xp) = CIR/ mdt (2.17)

tmax X P

where op (1) = ap(0) + apt and aR(t) = ok(0) + ogt. The normalisation of the flux is arbi-
trary in the case of the H1 pomeron structure function. The H1QCD routine is implemented such
that the generated cross section will always match FZD ) a5 measured by H1 at xpp = 0.003, irre-
spective of the parameters chosen for the flux. The normalisation of POMWIG diffractive cross
sections is not expected to match LHC data. In particular, rapidity gap survival effects are not
taken into account in POMWIG. The CMS Collaboration estimated a gap survival probability in
single diffractive dijet production of approximately 0.1 in the range 0.0003 < xp < 0.002 [33].

Finally, details of the POMPYT MC for diffractive interactions, based on a similar ap-
proach to that described above, can be found in [34].

25 PYTHIA 6 & 8

The starting point for the modelling of soft—inclusive QCD processes is common to both PYTHIA
6 [26] and PYTHIA 8 [35]. Both generators are therefore discussed together here, with the new
features that are only available in PYTHIA 8 being pointed out where they occur. (Note that
PYTHIA 6 has been in a legacy state since 2013, and is now no longer officially maintained.)

2.5.1 Inclusive Cross Sections

The default total, elastic, and inelastic cross sections are obtained from Regge fits. For pp, the
1992 Donnachie—Landshoff parametrization [36] is used, with one pomeron and one reggeon
term,

clP(s) = 21.705%0808 4 56.085704525 mb, (2.18)
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with the pp CM energy squared, s, in units of (GeV)?. For pp collisions, the reggeon coefficient
changes to 98.39. (See [26, 36, 37] for other beam types.) The elastic cross section is approx-
imated by a simple exponential falloff with momentum transfer, ¢ (valid at small 7), related to
the total cross section via the optical theorem,

dolP(s)  (ofh)? (onr)?
= BYY i) = o 2.1
dt i6n P (BL(B)) = o’(s) 16777 (s) ’ (2.19)

with Bflp = 5+ 4590808 being the pp elastic slope (in GeV~2), defined using the same power of
s as the pomeron term in Gy, to maintain sensible asymptotics at high energies. The inelastic
cross section is defined by

Ginel(s) = Gtot(s) - Gel(s> . (2.20)

The relative breakdown of the inelastic cross section into single—diffractive (SD), double—
diffractive (DD), and non—diffractive (ND) components is given by the following parametriza-
tions [37,38]:

dolPXP g3pp;
G0 1) g S0 o (5381) @21)
drdM2 167M2
dopp(s) gﬁpﬁﬁp
G = A A ————exp(Bppt) , 2.22
drdM2dM2 PP Tommm? P(Bop!) (2.22)
oll(s) = ol (s)— / (dogh X0 (s) + dafh " (5) +doff(s)) ,  (223)

with Mx, M, M, being the diffractive masses, and the pomeron couplings (g3p, ﬁp]p), diffractive
slopes (Bsp, Bpp), and “Fudge Factors” (Fgp, Fpp) given in [26,37-39]. Note in particular that
the ND cross section is only defined implicitly, via eq.(2.23). Note also that, in PYTHIA 8,
a central—diffractive (CD) component has recently been added as well, with a cross section
ocp 2mb.

Precision measurements at high energies, in particular by TOTEM [40, 41], have high-
lighted that oy () actually grows a bit faster at large s, and more recent fits [42,43] are consis-
tent with using a power s*9% for the pomeron term. Updating the total cross section formulae
in PYTHIA 8 is planned for a future revision. Alternatively, PYTHIA 8 optionally allows a
Minimum Bias Rockefeller (MBR) model to be used, which comes with its own parametriza-
tions of all pp and pp cross sections [44]. As a last resort, it is also possible to set your own
user—defined cross sections (values only, not functional forms), see the HTML manual’s section
on “Total Cross Sections”.

Cross sections for hard (parton—initiated) processes are obtained from perturbative 2 —
1 and 2 — 2 matrix elements folded with parton distribution functions (PDFs). There are
also extensive (and automated) facilities to interface higher—order processes and/or matrix—
element corrections from external matrix—element generators such as ALPGEN [45] or MAD-
GRAPH [46]. For inclusive QCD samples, internal cross sections are defined in such a way
that the high—p | tail of the inclusive QCD cross sections (above) is correctly normalized to the
perturbative 2 — 2 result [47].

2.5.2 Dynamical modelling

In PYTHIA, the modelling of hard (parton—initiated) physics processes is based on a factorized
picture of perturbative matrix elements, combined with the standard machinery of initial- and
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final-state parton showers, interfaced with the Lund string hadronization model [48]. In the
context of multi—parton—interaction (MPI) models, this picture can be extended to cover all p |
scales (including soft ones) [47], via the introduction of an infrared regularization scale, p |,
which is a main tuning parameter of such models. Physically, p | (o expresses a colour screening
/ saturation scale, which is assumed to modify the naive LO QCD 2 — 2 cross sections in the
following way,

doyso o5 (p?) o7 (ph +plg)

dp? I (P7 +p%)?

such that the divergence for p; — 0 is regulated. In practice, the optimal value for p o (and
its scaling with the hadron—hadron CM energy) depends on several factors: the PDFs at low
x [49,50], the IR behaviour of ;, the IR regularization of the parton showers, and the possible
existence of other significant IR physics effects, such as colour (re)connections [47, 51-54].
There is also an implicit dependence on the assumed transverse mass—density of the proton [55].
Accepting the presence of these caveats and dependencies, MPI is the basic concept driving the
modelling of all inelastic non—diffractive events in both PYTHIA 6 and 8, with the latter using a
more recent formulation [56] with more advanced options. (The modelling of diffraction differs
more significantly between the generators, and will be discussed below.)

(2.24)

In PYTHIA 6, two explicit MPI models are available, an “old” one based on virtuality—
ordered showers [57-59] with no showers off the additional MPI interactions and a compara-
tively simple beam—remnant treatment [47], and a “new” one based on (interleaved) p | —ordered
showers [60], including MPI showers and a more advanced beam—remnant treatment [61].
In both cases, only partonic QCD 2 — 2 processes are included among the MPI (hence no
multiple—J /w, multiple-Z, etc type MPI processes). Most LHC tunes (e.g., the “Perugia”
ones [62]) use the “new” p | —ordered framework. Diffractive events are treated as purely non—
perturbative, with no partonic substructure: a diffractive mass, M, is selected according to the
above formulae, and the final state produced by the diffractively excited system is modeled as a
single hadronizing string with invariant mass M, stretched along the beam axis (with two strings
in the case of double diffraction).

In PYTHIA 8, there is (so far) only one MPI model, extending and improving the p  —
ordered one from PYTHIA 6. The main differences are: full interleaving of final-state show-
ers with ISR and MPI [56]; a richer mix of MPI processes, including electroweak processes
and multiple—J/y and -Y production (see the HTML manual under “Multiparton Interac-
tions:processLevel”); an option to select the second MPI “by hand” (see the HTML manual
under “A Second Hard Process”); an option for final—state parton—parton rescattering [63] (mim-
icking a mild collective—flow effect in the context of a dilute parton system, see the HTML man-
ual under “Multiparton Interactions: Rescattering”); colour reconnections are handled some-
what differently (see the HTML manual and [51,52]); and an option for an x—dependent trans-
verse proton size [55]. Furthermore, future development of PYTHIA will only occur in the
context of PYTHIA 8, so more advanced models are likely to only be available there, and
not in PYTHIA 6. An example where the treatment in PYTHIA 8 already far surpasses the
one in PYTHIA 6 is hard diffraction (for soft diffraction, the modelling is the same between
6 and 8, though the diffractive and string—fragmentation tuning parameters may of course dif-
fer). The default modelling of hard diffraction in PYTHIA 8 is described in [39] and follows
an Ingelman—Schlein approach [29] to introduce partonic substructure in high-mass diffractive
scattering. (“High—mass” is defined as corresponding to diffractive masses greater than about
10 GeV, though this can be modified by the user, see the HTML manual under “Diffraction”.)
This gives rise to harder p | spectra and diffractive jets. A novel feature of the PYTHIA 8 imple-
mentation is that hard diffractive interactions can include MPI (inside the pomeron—proton sys-
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tem such that the rapidity gap is not destroyed), with a rate governed by the (user—specifiable)
pomeron—proton total cross section, o,p. This predicts that there should be an “underlying
event” also in hard diffractive events, which could be searched for, say, in the region “trans-
verse” to diffractive jets, and/or in association with diffractive Z production, which is currently
being implemented in PYTHIA 8. Finally, as mentioned above, an alternative treatment relying
on the min-bias Rockefeller (MBR) model is also available in PYTHIA 8 [44].

The most recent PYTHIA 8 tune is currently the Monash 2013 tune [49], which however
did not explicitly attempt to retune the diffractive components. Important remaining open ques-
tions include dedicated tuning studies in the context of diffraction, for instance to constrain the
total pomeron—proton cross section, 6,p, which controls the amount of MPI in hard diffractive
processes, the sensitivity to the diffractive PDFs, and dedicated tests of string—fragmentation
parameters in the specific context of diffractive final states, as compared with LEP—tuned pa-
rameters. The question of colour reconnections (CR) is likewise pressing [51-54], and disen-
tangling its causes and effects is likely to be a crucial topic for soft—-QCD studies to unravel
during the coming years. This will require the definition and study of CR—sensitive observables
and a detailed consideration of the interplay between PDFs, MPI, and diffractive physics, with
MPI possibly contributing to destroying rapidity gaps in “originally” diffractive events, and CR
possibly creating them in “originally” non—diffractive ones [54, 64].

2.6 QGSJET-II

The QGSJET-II model [65,66] has been developed within the Reggeon Field Theory (RFT) [67]
framework. The underlying physics picture is one of multiple scattering processes: the inter-
action is mediated by multiple parton cascades which develop between the projectile and the
target. Using the RFT language, those cascades are represented by exchanges of composite ob-
jects characterized by vacuum quantum numbers — pomerons. The properties of the underlying
“elementary” parton cascades thus define the behavior of the pomeron amplitude. In order to
match with perturbative QCD, one applies the “semihard pomeron” scheme: describing the par-
ton evolution in the region of relatively high virtualities |¢?| > Q% using the DGLAP formalism
and using a phenomenological soft pomeron amplitude for non—perturbative (|¢?| < Q%) parton
cascades [68,69]. The respective RFT scheme is thus based on the amplitude of the “general
pomeron” which is the sum of the soft and the semihard ones.! The Q% scale has no fundamen-
tal meaning here, being just a border between the two treatments applied to otherwise smooth
parton dynamics.

The beauty of the RFT scheme is that it allows one to develop a coherent framework
for calculating total and elastic cross sections for hadron-hadron (hadron—nucleus, nucleus—
nucleus) scattering and for deriving partial cross sections for various configurations of inelastic
final states, including diffractive ones [70]. This is based on the optical theorem and on the
AGK cutting rules [5]. While the former states that the total cross section, being the sum of
all the respective partial cross sections, including the elastic one, is equal to the s—channel
discontinuity of the elastic scattering amplitude, the latter, expressed qualitatively, states that in
the high energy limit there is no interference between final states of different topologies. This
allows one to calculate partial cross sections for all possible configurations of final states by
considering unitarity cuts of various elastic scattering diagrams and identifying the contributions
of cuts of certain topologies with the desired cross sections.

A particular configuration for an inelastic collision thus contains a number of “elemen-

Ut is worth stressing that the respective amplitude is no longer that of the pomeron pole, being characterized by more
complicated s— and t—dependences [4].
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tary” production processes described by cut pomeron contributions and an arbitrary number of
elastic (virtual) re—scattering processes described by uncut pomerons (see also the discussion
in Section 2.2.1). To obtain the respective partial cross section, one has to sum over all the
relevant contributions, i.e. ones which have the desirable cut pomeron topology and any num-
ber of uncut pomerons. This is rather easy to do within the eikonal framework: considering
independent pomeron exchanges between the projectile and the target. In this way one arrives
at the usual simple expressions for the inelastic cross section, and for relative probabilities of
multiple inelastic interactions, which are employed in most MC generators. The scheme can
be further generalized to include a treatment of low mass diffraction by applying the Good—
Walker formalism [24]: considering the projectile and target hadron states to be superpositions
of a number of elastic scattering eigenstates characterized by different vertices for their coupling
to the pomeron [23]. However, to treat nonlinear processes, like the splitting/fusion of parton
cascades or high mass diffraction, one has to consider so—called enhanced pomeron diagrams,
which describe pomeron—pomeron interactions [71-73].2

An explicit treatment of nonlinear contributions to the interaction dynamics, based on an
all-order re—summation of enhanced pomeron diagrams [74-76], is the distinctive feature of
the QGSJET-II model. Various (generally complicated) final states, including diffractive ones,
for inelastic collisions are generated by the MC procedure in an iterative fashion, based on the
respective partial cross sections [66]. It is noteworthy that the positive—definiteness of the latter
is a very nontrivial fact; it is only achieved after a full resummation of all the contributions
for a particular final state of interest, i.e. summing over any number (and topology) of virtual
rescatterings described by uncut pomerons [66,76]. In the particular case of diffractive produc-
tion, this generates important absorptive corrections (the rapidity gap ‘survival factor’ discussed
throughout this report) which, on the one hand, assure s—channel unitarity of the scheme and on
the other result in a nontrivial dependence of the respective cross sections on the masses My of
the diffractive states produced [76,77].

As an illustration, in Fig. 2.3 the calculated & = M,z( /s distribution for single diffraction
is shown. Apart from the sharp peak at small My, which is due to the contribution from low
mass diffraction, with decreasing Mx one observes a strong steepening of the Mx—dependence
of high mass diffraction. This effect is produced by a strong impact parameter b dependence
of the absorptive corrections discussed above: at small b, strong absorptive effects lead to an
approximate o< dM)zf /M)% shape of the mass spectrum, while in peripheral (large ) collisions,

2In principle, high mass diffraction may be treated within the Good—Walker framework. However, such a scheme would
have a weak predictive power as one has to parameterize empirically the energy—dependence of Good—Walker eigenstates.
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My range <34GeV 34-1100GeV 34-7GeV 7-350GeV 350—-1100 GeV

TOTEM [79,80] 2.62+2.17 6.5£13 ~ 1.8 ~33 ~1.4
QGSJET-1I-04 39 7.2 1.9 39 1.5

Table 2.2: 651? (mb) at /s =7 TeV for different ranges of mass My of diffractive states produced.

@35_

Fig. 2.4: Lowest order contributions to opp: squared sum of the respective amplitudes (lhs) and the
corresponding cut diagrams (rhs); the cut plane is indicated by dot—dashed lines.
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Fig. 2.5: Schematic view of parton distributions as “seen” in DIS (left) and in pp collisions (right). A low
x parton (sea quark or gluon) originates from the initial state “blob” and interacts with a virtual “probe”.
The universal PDFs measured in DIS are affected by the rescattering of intermediate partons from the
initial state cascade (hidden in the “blob”) off the parent proton. In pp interactions the initial “blob”
is affected itself by the collision process: due to the rescattering of intermediate partons off the partner
(here, target) proton, as indicated by dashed lines.

the My—dependence approaches the triple—pomeron asymptotics [76,77]. Such a behavior has
indeed been observed by CMS and TOTEM, as discussed in [78] and illustrated in Table 2.2.

Another nontrivial predicted effect is the interference between different contributions to
the double diffractive cross section opp [76], which is illustrated for the lowest order (with
respect to the triple—pomeron coupling) graphs in Fig. 2.4. Because of the finite pomeron slope,
at large b the process is dominated by the usual “pomeron loop” contribution - 1st graph in
the right-hand side (rhs) of the figure. On the other hand, moving to smaller b, one obtains
a significant contribution from a superposition of two (projectile and target) single diffraction
processes characterized by overlapping rapidity gaps - 2nd graph in the rhs. In addition, the
interference between the two contributions produces a (negative) contribution corresponding to
the 3rd graph in the rhs.

Finally, it is worth recalling the relationship between absorptive corrections due to en-
hanced pomeron graphs and the breakdown of collinear QCD factorization for quantities that
are not fully inclusive, e.g. for jet production in specially triggered events or for diffractive dijet
production. Unlike the universal parton distribution functions (PDFs) measured in deep inelas-
tic scattering (DIS), cross sections for particular inelastic final states depend on non—universal
PDFs which are influenced by absorptive corrections due to intermediate parton rescattering
off the partner hadron and hence depend on the properties of the particular final state of inter-
est [65], as depicted in Fig. 2.5.
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2.7 SHRiIMPS
2.7.1 Inclusive properties and the KMR model

The SHRiMPS MC generator aims at a complete description of Minimum Bias QCD events at
hadron colliders and, most notably, at the LHC. It is based on the model by Khoze, Martin, and
Ryskin (KMR) [81, 82]. The model rests on the description of the incident hadrons through
the superposition of Ngw diffractive or Good—Walker states [24, 83], typical for models of
soft interactions. Interactions between these states are described through single eikonal factors,
related to the incident eigenstates, which emerge from effective parton densities, {;;, associated
with them:

1 — — —
(Y. B1) = 5 Jeplen? e (B +50) Qg (3 50) 2 (2 57) - 229
0
(1,2)

Here B is the impact parameter of the two hadrons, while the individual b | label the partonic
position with respect to the two incident hadrons in the transverse plane; ﬁ02 is a normalisation
factor with units of area (or cross section) and of the typical size of a hadronic total cross section

and Y is the beam rapidity. With this form of the eikonal, the total, elastic and inelastic cross
sections are for instance given by

GPP(Y) zz/dzBl {Niv il {1_6Xp [_w] }}

ik=1
pp 2 Nav Qu(Y,B,) ’
o (Y) = /d B, Z |lai|“|ax| {1 —exp [—T] } (2.26)
ik=1
5 Now S Now (k)
Giflgl(Y) = /d B, Z |lai|“|ak| {1 —exp [—Qik(Y,BL)]} = Z Oyl ()
ik=1 ik=1

Here, the a; are the coefficients in the expansion of the proton wave function in terms of Good-
-Walker states. Low-mass diffractive dissociation can proceed in three ways, namely by the
transition of either one of the two hadrons or of both of them into excited states. They can
be labeled as single diffraction of hadron 1 or 2, SD1 and SD2, respectively, or by double
diffraction, DD. For instance, the differential cross section with respect to the momentum

transfer t = —Q? for the sum of elastic scattering and single diffraction of hadron 1 can be
written as
dogysp1(Y) 1 I%V 2 22 [ == Qu(Y,B,)
SO — Y SlaPlalla [ @By exp |Gy By | 1-exp| -0
dt 4w i et 2
- = Q:i(Y,B
X /dzBl exp [iQL-B’L] {1 —exp [—%] } } :
(2.27)

The incident parton densities ;) <y, bi”) and Q) (y, b(f)> of Good—Walker state i or k
in the presence of k or i are the solutions of coupled differential equations, describing their
evolution in rapidity. Their boundary values, the initial parton densities at the incident hadronic

rapidities of
ECII]

Mhad

Y =+log

(2.28)
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with E.q, the centre-of-mass energy of the hadron collision and myp,q = 1 GeV a typical hadronic
scale, are fixed through form factors. In the SHRiMPS implementation of the KMR model,
Ngw = 2 with initial parton densities given by dipole-like form factors modified with an expo-
nential to guarantee numerical stability,

2
exp (_é(l:/t\;)%_)
F1a(q) = B3 (1£x) £, (2.29)
(1:|:K)q2
[+
A2
and therefore
(1) (1)
Qin(=Y/2,b =F(b
w(=Y/2,b}7) (by7) 2.30)

Qu(+Y/2,67) = K'Y,

where Fj(b, ) are the Fourier transforms of the form factors .%# (g, ). The parton densities
increase with increasing rapidity distance from the hadron, driven by a parameter A, which could
be identified as a reggeon, and in particular a pomeron intercept. This exponential “gain” term
is counteracted by an absorptive correction, #,,s which is interpreted as parton recombination.
It is parametrised by a constant A, which could consequently be identified as being connected
to the triple-pomeron vertex, and reads

1—exp|—4Qin (61, 67| | [ 1-exp [~4Qu( b b(f))]

. y Y L R
W (0, by =
(2.31)
Together, therefore
(1) .2
dQ; , by, b ;
(k)(yd - = ) = +Wa§)§)(y7 b(j),b(f)) A Qi(k)()’; b(j),b(f))
o Z(” ) (2.32)
(l)k(y’d —— ) = _%gf)(ya bS_l)a bf)) A Q(l)k(y7 bS_l)a bf))a
y

Taken together this yields a reasonably good description of total, elastic, inelastic and diffractive
cross sections in pp and pp collisions at various centre—of—mass energies, see Fig. 2.8.

2.7.2 Exclusive properties
2.7.2.1 Parton—parton interactions

In order to link the KMR model with a truly exclusive partonic language, the SHRiMPS model
assumes, 1n a first step, that while the proton is a superposition of Good—Walker eigenstates,
the interaction projects onto one of these states. This happens for both colliding hadrons, and
the corresponding contributions for each possible combination of Good—Walker states to the
inelastic cross section can be read off from (2.26). After choosing the channel ik in which

the interaction is taking place, the impact parameter distribution is given by dGi(anl) (Y)/dB, .
The number of partonic interactions is given by a Poissonian in the eikonal Q; (B, ) and the

positions of the individual parton—parton scatters is determined probabilistically according to

the parton densities Q;) (v, b(ll), b(f)) and Q ;. (, b(j), b(f)).
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The individual interactions between partons are interpreted as being given by cut pomerons,
effectively multiple gluon emissions along a gluon-ladder ordered in rapidity. Since the KMR
model has no notion of energies or light—cone momenta of the partons constituting the incident
hadron states, suitable PDFs must be constructed, which are then convoluted with a total parton—
parton cross section mediated through pomeron exchange, or a reggeised —channel gluon, to
yield the inelastic cross section,

Smax

; 1 R ) ¢\ Mk
ot (smin) =5 X [ a5 [ a9 [fz/hl(xl,ul%)f,;/h2(xz,u%)( : ) } (233)

min
I

™ Smin
Here, the lower limit for the centre-of-mass energy squared of the partonic 2 — 2 scattering,
Smin 1S a parameter, and the corresponding upper limit can be conveniently set to the hadronic
centre-of-mass energy squared, Syax = S = EZ. The parameter s, is fixed by equating this
cross section with the one obtained from the eikonal,
(k) v\ _ ik

Oinel <Y) - ilnel(smin)v (2.34)
and therefore depends on the Good—Walker eigenstates. The exponent 7);; is given by the prod-
uct of A and # for the given combination of i and k. It is interesting to note that this typically
reduces the bare pomeron intercept A~ 0.3 to 1 ~ 0.1, in remarking agreement with parametri-
sations of the pomeron, e.g. in [36].

2.7.2.2 Infrared—continued parton density functions and strong coupling

In order to also capture the dominant non—perturbative parts of the cross section, the PDFs in
the SHRiIMPS model are continued into the infrared region, allowing ur = 0 to be set in the
calculation of the cross section above. In the SHRiMPS model, the basic assumption is that
at ur = 0 only valence components of the proton exist, where the valence gluon distribution
follows in shape the valence quarks. The transition between the perturbative regime and the
non—perturbative extension is smooth: starting from an IR—cut parameter Q. ~ 2 GeV, the sea
components of the PDFs are phased out linearly with ;,L% such that

fsea/h1 (x, .u%) for Up > Qcut

2 (2.35)
% fsea/h1 (x, qut) for Ur < Qcut,

fsea/hl (X, ‘LL]%) = {

while the quark valence distributions behave as

fqval/hl (x’ ul%) = fqval/hl (X, max{‘u'f%’ qut}) : (236)

The valence gluon component is normalised such that the momentum sum rule is satisfied.

For each individual partonic 2 — 2—scattering, a gluon r—channel exchange is assumed;
incoming flavours and kinematics are selected according to (2.33), and the outgoing partons are
supplemented with a transverse momentum according to the form factors of (2.29). These initial
configurations serve as starting points for further gluon emissions off the 7—channel gluon. The
strong coupling which appears in the additional radiation off the r/—channel gluon is infrared
continued, as

as(u?) = as(u®+q3) (2.37)

with g3 being & (1 GeV?).
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2.7.2.3 Building gluon ladders

The 2 — 2—scattering provides the starting point of further emissions and defines an active
rapidity interval [y;_1, y;11] for them. However, at this point the model includes a diffractive
component by allowing the r—channel gluon to either be in an octet state or to be re—interpreted
as a colour singlet, a pomeron. Phrased differently, a decision is to be made as to whether the
exchange corresponds to a cut pomeron or not, which is thereby related to the absorption part of
the evolution equation. This choice is achieved probabilistically, based on the parton densities.
The corresponding weights for singlet or octet exchange along the active interval is given by

2
Q' i _Qi i—
W = ll_exp <_112 i(k) Vi-+1) (l)c)(y 1))]

2 Qi) (yi-1
(2.38)

Wy zl_exp( 22 ()(YIH) Qi(k)()’i—l))

Qi) (Vi-1)
following the logic already encoded in the expressions for the elastic and inelastic cross sections,

c.f. (2.26). Of course, if the active rapidity interval is associated with a singlet exchange, no
further emissions will happen off this part of the ladder.

The additional emission off the #—channel are driven by a Sudakov form factor-like struc-
ture, A(yi—1, yi+1), which yields the probability for no emission in the active rapidity interval,

Yit1

dkl;  Cabis(k: )
A1, yie1) = — W (vi) S 2.3
(yz 17y1+1) exXp / /kz +Q0 y; - abs()’l) (2.39)

The IR regulator Q% appearing in the equation above, guaranteeing the convergence of the
integration over the transverse momentum of the emitted gluon, k| ; scales with the parton

densities as
Ag}

2 2
(ka)(—Y,b(ll),b(f))) + ( ()k(Y b< ) b< )))
1 2 1 2

where A is introduced in (2.31). In other words, the denser the parton soup at the emission
rapidity, the more transverse momentum the emitted gluon must have in order not to be ab-
sorbed. However, after each emission, the available rapidity interval shrinks, with y; replacing
vi—1. Some example ladder types are exhibited in Figure 2.6. Each ladder is finally reweighted
in such a way that its hardest interaction follows a rough estimate of perturbative QCD cross
sections.

Q33 = (240

2.7.2.4 Rescattering

Another important aspect of the model is that it allows the rescattering of partons produced at
the same position in impact parameter space, giving rise to a cascade of further ladders and
potentially mixing the offsprings of different such ladders, as exemplified in Figure 2.7. In
the SHRiMPS model, the rescattering appears probabilistically, with a rescattering probability
between two partons i and j given by

1 Sij !
5 o j Wy, 2.41
resc(y )’J) Nresc! <max{sij, Smin}) ’ ( |

where Mg counts the number of rescatters that already happened before arriving at this pair of
partons.
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Fig. 2.6: Ladders with different colour topologies: one with only octet propagators (left), a pure singlet
exchange (middle), and a ladder with both singlet and octet exchanges (right). Octet propagators are
denoted by single, singlets by double lines.

/4»\

Fig. 2.7: Rescattering of partons off a primary ladder and the subsequent secondaries. In the SHRiMPS
model they are all located at the same position in impact parameter space, and the rescatter probability is
given by the parton densities.

2.7.3 The link to hadrons

The emerging parton ensemble undergoes further (collinear) parton showering; in the SHERPA
event generator [84, 85] this is achieved through the native parton shower based on Catani—
Seymour subtraction kernels [86, 87] with suitably defined starting conditions (avoiding double
counting), typically given by the relative transverse momentum the partons have w.r.t. their
colour partner. After the generation of all ladders and parton showering but before hadroniza-
tion, colour is re—arranged through a colour reconnection model. The transition to hadrons
is facilitated through SHERPA’s cluster fragmentation model, in the spirit of [88], and supple-
mented with the intrinsic modelling of hadron decays, QED final state radiation etc.

2.7.4 Selected predictions

The parameters entering the eikonal (Eq. 2.30 and 2.32) are constrained by the total, inelastic
and elastic as well as the differential elastic cross sections. The version of the KMR model
forming the basis of the SHRiMPS model can be seen to yield a decent description of these
quantities at various beam energies (Fig. 2.8).

The charged hadron transverse momentum distribution in minimum bias events (i.e. re-
quiring at least two charged particles with p; > 100MeV within the detector acceptance) in
SHRiMPS is compared to experimental data in the left panel of Fig. 2.9. In contrast to the very
global observables of the minimum bias measurements, the underlying event observables study
the correlation between soft and hard components of the event. An example can be seen in
the right panel of Fig. 2.9, namely the charged particle density in the region transverse (in az-
imuthal angle, 60° < |A¢| < 120°) to the hardest track in the event. This region is considered
to be mainly populated by the interactions of partons not involved in the hard process.

Overall, SHRiMPS is in reasonable agreement with a variety of different measurements.
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Fig. 2.8: LHS: Total, inelastic and elastic cross section compared data from p + p and p + p colli-
sions [89] and LHC data from TOTEM [90], ATLAS [91], CMS [92] and ALICE [93]. RHS: Differen-
tial elastic cross section compared to data from the LHC [94,95], the ISR [96,97], the SPS [98-100] and
Tevatron [101, 102].
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Fig. 2.9: LHS: Charged particle transverse momentum spectrum as an example for minimum bias
observables measured by ATLAS [103] at /s = 7TeV requiring at least two charged particles with
p1 > 100MeV within the acceptance; RHS: Charged particle density in the transverse region as exam-
ple for underlying event observables measured by ATLAS [104] at /s = 7TeV for p; > 500MeV.

2.7.5 Summary and outlook

The SHRiIMPS model aims at describing minimum bias QCD interactions in hadronic colli-
sions, and in particular at the LHC. Starting from the inclusive model of Khoze, Martin, and
Ryskin [81, 82], it adds an interpretation of this fairly inclusive interaction picture in terms of
an exclusive partonic language, fit for implementation in a MC event generator, which in turn
would take care of subsequent parton showering, i.e. a DGLAP evolution for the fragmentation
of the hard partons, and the hadronization. This has been realised through an implementation as
a new module, the SHRiIMPS module, of the multi—purpose MC event generator SHERPA; some-
what in parallel the ideas of this implementation also form the base of the more theory—driven
considerations of [105]
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2.8 Dime

The Dime MC is an event generator [106] for meson pair CEP, proceeding via the double
reggeon exchange mechanism of the type show in Fig. 5.7. In this ‘one—meson exchange’ model
(see for instance [107-109]) the mesons are produced via pomeron—pomeron fusion, with an
intermediate off—shell meson exchanged in the 7—channel. The CEP cross section is given by

1 |
CEP __ 2 2 2
o = eniie)? / dp} dp3, dysdysdi 5 (2.42)

where /s is the c.m.s. energy, p;|,p>. are transverse momenta of the outgoing protons, k| is
the meson transverse momentum and y3 4 are the meson rapidities. Ignoring secondary reggeon
contributions and soft survival effects for simplicity (these will be discussed below), the produc-
tion amplitude, .#, is given by the sum .# = .#; + .#; of the t and u—channel contributions,
with 7 = (P; —k3)?, i = (P, — k4)?, where P, is the momentum transfer through pomeron 7, and
k3 4 are the meson momenta. We have

1

& Otp(p%L) & O‘P(P%L)
o~ 513 $24
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where M is the meson mass, so = 1 GeV? and ap(pii) =1.08 —0.25 pl.zL, for pli measured in
GeV? [36], and sij = (pi+k j)2 is the c.m.s. energy squared of the final-state proton—meson
system (ij). The proton form factors are often taken for simplicity to have an exponential form,
F,(t;) = exp(Bit;/2), although as in [110] a slightly different parameterization is taken here.

We can see from (2.43) that the cross section normalisation is set by the total meson—
proton cross section Oiot(Mp) = 0Oo(sij/ so)o‘(o)_1 at the relevant sub—energy; the factor oy can
be extracted for example from the fits of [36]. While this is therefore well constrained for
the cases of 77 and KK production, there remain other elements and possible additions to the
model, which are in general less constrained by the available data. These are: the form factor
Fy(f) in (2.43) of the pomeron coupling to the off—shell meson, the possibility to produce
additional particles in the pomeron fusion subprocess, and the effect of Reggeization of the
meson exchange in the r—channel.

In Dime three different choices for the form factor Fj;(7) can be chosen, an exponential (~
exp(bexpt ), an ‘Orear-like’ form (~ exp(bory/—t)) and a power-like form (~ 1/(1 —¢/bpow)),
with the parameters fitted to ISR data on 772~ CEP [111]. Any possible effect of meson
Reggeization is currently omitted from the MC, as it is not clear that this effect will be important
in the relevant kinematic regime, when the mesons are produced relatively centrally, without
a large separation in rapidity between them. A simple phenomenological model is used for
the possibility to produce additional particles in the pomeron fusion subprocess that would
ruin the exclusivity of the event; this may be turned off or on in the MC. Finally soft survival
effects are included using the approach of [110]; all four model implementations described
there are included in the MC. It is important to emphasise that a full treatment of the survival
factor is given in the MC: it is included at the amplitude level, accounting for the differential
dependence of the survival factor on the particle kinematics, rather than simply applying an
overall multiplicative factor. For further discussion of these issues and description of the MC,
see [106].

Currently, the Dime MC implements 77 7~, KTK~, n°2%, K°K? and py(770)po(770)
production. In the pypy case the mesons are decayed via pg — 777, including the finite pg
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width, according to phase space only?, while the factor oy in (2.43) is set by default to the
reasonable estimate Gg) = 10mb, i.e. of order the 7" 7~ cross section, but taking a lower value
due the larger pp mass. This somewhat arbitrary input is necessary due to the lack of pop
scattering data with which to set the normalization (another reasonable choice may be to take
Gg) =13.63 mb as in ¥ p scattering [36]). For popo production, secondary reggeons are not
included and any spin effects are currently ignored in the production subprocess. Given the
relative uncertainty in the pgpg cross section normalisation, any effect from additional particle
production is currently omitted, although this could in principle be included in the future.

2.9 ExHuME

The Exclusive Hadronic MC Event (ExHuUME) generator [112] produces events for CEP pro-
cesses. It is based on the ‘Durham’ model described in Section 5.3.1 but with some simplifying
assumptions. The starting point is to write the CEP cross section for the production of system
X of invariant mass My and rapidity yx in the factorized form

o =2 (Mg.,yx) 6 (M) (2.44)

where 6 is the subprocess cross section, which is written in terms of a colour averaged am-
plitude (5.2), see e.g. [5, 114] for more details. The factor .Z corresponds to the effective
luminosity for producing the system X, and is written as (see also (5.1))

0.% n dQ? 2
My IyxOM3ondn () B0 (Né —1 / Q%Lf (1, QL 225,03 2>> ’
(2.45)
where the F), (t;) are the elastic proton form factors, for momentum transfer #; ~ —pl.ZL, and are
taken to have a simple exponential form. The f,’s in (5.1) are the skewed unintegrated gluon
densities of the proton, described in Section 5.3.1. The factor <S2> is the average survival factor,
which is taken to have a constant value.

ExHuME generates events for the CEP of a Standard Model Higgs boson, via the gg —
H subprocess, and dijet and diphoton production, via the gg — gg, g¢ — ¢q and gg — vy
subprocesses, respectively. However, it should be noted that certain simplifying assumptions
that have been made in this MC, and in the FPMC generator discussed in Section 2.10 which
uses a similar framework, are not always reliable. In particular, as discussed in Section 5.3.2
the soft survival factor is not constant, but rather will depend on and effect the distribution in
the proton transverse momenta p | . Moreover, the factorization of (2.44) only holds if the effect
of any non—zero proton p | inside the hard process matrix element is neglected. That is, it only
includes a JZP = 0" component, with ¢;, = g, = —Q taken when calculating 6. For some
processes, such as x(1 2y production [115] this can be a very bad approximation. Thus, in such

situations as when the Jf = 0" component is not necessarily dominant and/or the protons are
tagged, these approximations may be very bad indeed. Conversely, if the Jf = 0" component
is indeed strongly dominant, and/or the proton transverse momenta are simply integrated over,
these simplifications are more reliable.

3 A more complete treatment should account for the different p polarization states, which may in general have distinct form
factors Fy(f), however given the lack of information about these such possible polarization effects are omitted in the current
version of the MC.
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NFLUX | Flux
9 | QCD factorized model, Pomeron flux
10 | QCD factorized model, Reggeon flux

12 | QED flux from Cahn, Jackson; R ~ I.ZA%

13 | QED flux from Drees et al., valid for heavy ions only

14 | QED flux in pp collisions, from Papageorgiou

15 | QED flux in pp collisions, from Budnev et al.

16 | QCD KMR flux

17 | QCD factorized model, Pomeron—Reggon flux

19 | QCD factorized model, Pomeron Reggeon fluxes

20 | QED flux Budnev — QCD factorized model, Photon—Pomeron
21 | QCD factorized model, Reggeon—Pomeron fluxes

22 | QED flux Budnev — QCD factorized model, Pomeron—Photon

Table 2.3: Overview of available fluxes which are implemented in the FPMC generator. The QED flux
corresponds to the photon exchange. The QCD flux corresponds to the pomeron/reggeon exchange, or
to the gluon exchange in the case of the CEP predicted by the KMR calculation.

210 FPMC
2.10.1 Introduction

The idea of FPMC is to produce single diffraction, double pomeron exchange, exclusive diffrac-
tion and photon—induced processes within the same framework. The diffractive and exclu-
sive processes are implemented by modifying the HERWIG routine for the ete™ — (yy) — X
process. In case of the two—photon pp events, the Weizsidcker—Williams (WWA) formula de-
scribing the photon emission off point-like electrons is substituted for the photon flux which
properly describes the coupling of the photon to the proton, taking into account the proton
electromagnetic structure. For central exclusive production, a look—up table of the effective
gluon—gluon luminosity computed by ExHuME [112], see Section 2.9, is implemented. In case
of pomeron/reggeon exchange, the WWA photon fluxes are replaced by the pomeron/reggeon
fluxes multiplied by the diffractive parton density functions.

For processes in which the partonic structure of the pomeron is probed, the existing HER-
WIG matrix elements for non—diffractive production are used to calculate the production cross
sections. The list of particles is corrected at the end of each event to change the type of particles
from initial-state electrons to hadrons and from the exchanged photons to pomerons/reggeons,
or gluons, depending on the process.

All these fluxes are implemented in the FLUX routine. The user selects the desired pro-
duction mechanism by selecting the NEFLUX parameter. Their overview is shown in Table 2.3.
The energy which is carried by the exchanged object (photon/pomeron/reggeon/gluon) from the
colliding particles is driven by the parameters WWMIN and WWMAX, representing the minimal and
maximal momentum fraction loss £ of the collided hadron.

2.10.2 Two—photon interactions

Two—photon production in pp collisions is described in the framework of the Equivalent Photon
Approximation (EPA) [116]. The almost real photons (with low photon virtuality Q> = —¢?)
are emitted by the incoming protons, producing an object X in the pp — pX p process, through
two—photon exchange Yy — X. The precise form for the photon spectrum is given by (5.13).
Integrating the product of the photon fluxes f(Ey1) - f(Ey2) - dEy1 - dEy, from both protons over
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Fig. 2.10: Relative effective yy luminosity in pp collisions at 14TeV as a function of the two—photon
invariant mass. The maximal virtualities of the emitted photons are set to Q% , = 2 GeV?2. The dashed
curve shows the photon spectrum within the ATLAS or CMS forward detector acceptance.

the photon energies while keeping the two—photon invariant mass fixed to W, one obtains the
two—photon effective luminosity spectrum dLY”/dW.

The effective vy luminosity is shown in Fig. 2.10 as a function of the mass W. The pro-
duction of heavy objects is particularly interesting at the LHC, where new particles could be
produced in a very clean environment. The production rate of massive objects is however lim-
ited by the photon luminosity at high invariant masses. The integrated two—photon luminosity
above W > W, for Wy = 23 GeV, 2 x my = 160 GeV, and 1 TeV is 1%, 0.15% and 0.007%,
respectively, of the luminosity integrated over the whole mass spectrum. The luminosity spec-
trum for 0.0015 < £ < 0.15 is also shown in the figure (calculated in the limit of low 0?2, thus
setting £y, = EF).

Using the effective relative photon luminosity dLYY /dW, the total cross section reads

— = d 2.46
dQ / dQ dw W (246)

where doyy_,x /dQ2 denotes the differential cross section of the sub—process Yy — X, dependent
on the invariant mass of the two—photon system.

In FPMC, the formula (2.46) is implemented in the routine FLUX. It is normalized by the
beam energy and is actually dimensionless, parameterized by the momentum fraction loss of
the proton § = Ey/E.

Many photon—induced processes have been implemented in FPMC, namely:

dilepton production

standard model yy production including lepton, quark and W loops
— anomalous quartic coupling production of WW, ZZ and yy
anomalous trilinear production of WW and ZZ

SM Higgs boson production
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’ Fit parameter ‘ Fit A ‘ Fit B ‘

ap(0) 1.118 £0.008 1.111+£0.007
ng (1.740.4) x 1073 | (1.4£0.4) x 1073
o) 0.06" )0 GeV 2
Bp 5.5.59 Gev

oz (0) 0.5+0.10
o 0.30% Gev 2
Br 16,05 Gev 2

Table 2.4: Diffractive structure function parameters of QCD Fit A and Fit B fits [32]. These structure
functions are used as defaults in FPMC.

| IFIT | PDF set | Source |
10 | HI (old) [117]
20 | Zeus (old) [117]
30 | combined H1 and Zeus (old) | [117]
100 | H1 FitB [32]
101 | H1 FitA [32]

Table 2.5: Implemented diffractive parton density functions in FPMC. The most recent are the H1 Fits
A and Fit B IFIT=101, 100.

2.10.3 Implementation of pomeron and reggeon exchanges in inclusive diffraction

Diffractive parton density functions (DPDF) were measured at HERA. The outcome of the fits
are the values of the pomeron and reggeon trajectories oup(1) = ap(0) + opt, ar(t) = ar(0) +
apt governing the corresponding flux energy dependence, and the pomeron/reggeon parton
distribution functions fp/, (B, 0?), Tr/p(B, Q?). Only the normalization of the product of the

diffractive structure function fiD (x,0%,xp,t) and of the pomeron/reggeon flux is fixed by the
QCD fits. Therefore, the normalization of the fluxes is conventionally fixed at xp = xg = 0.003
such that .

xp Jppdi =1 (2.47)

feut
where |fimin| ~ m3x3/(1 — xp) is the minimum kinematically accessible value of |t], m,, is the
proton mass and |foy(| = 1.0 GeV2. The normalization of the reggeon flux is defined in the same
way.
The pomeron and reggeon parameters obtained in the most recent H1 QCD fits are shown
in Table 2.4. The implemented diffractive parton densities are summarized in Table 2.5 and can
be selected with the IFIT parameter. The flux parameters are fixed in the routine HWMODINI

where the initial parameters are set. The parton densities are used in the routine HWSFUN
where the call to the H1 tables (the source code can be found at [32]) is made.

Predictions for the single diffractive and double pomeron exchange dijet cross sections
for various jet pr thresholds are summarized in Table 2.6. They are given assuming pomeron
exchange only, since the contribution from sub-leading exchanges is found to be negligible
at the LHC. Similarly, the single diffractive W and Z production cross sections are shown in
Table 2.7. All numbers are calculated with the H1 Fit B parton density functions, with a cut on
the maximum momentum fraction loss of the proton &,,,, = 0.1. The rates are not corrected for
the survival probability which is expected to be 0.06 at the LHC [118].
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V5 =1.96 TeV
PTMIN [GeV] SD dijets [pb] DPE dijets [pb] |

10GeV 180-10° 429103
15GeV 29.10° 42103
25GeV 23-10° 1.3-103
Vs =14TeV
PTMIN [GeV] SD dijets [pb] DPE dijets [pb] ‘
15GeV 107 - 10° 5.2-10°
25GeV 14-10° 54-10°
35GeV 3.5-10° 1.1-10°

Table 2.6: Single diffractive and double pomeron exchange dijet cross sections for various thresholds at
the Tevatron and the LHC. No survival probability factor, which is expected to be approximately 0.06, is
applied.

process Vs=196TeV /s =14TeV
W — anything+Gap 468 pb 9570 pb [PROC=11499
Z/y — anything+Gap 640 pb 6292 pb IPROC=11399

Flags: TYPEPR="INC’, TYPINT="QCD’, PART1="P’, PART2="E+’, WWMAX=.1

Table 2.7: Total single diffractive production cross section of W and Z/y bosons at /s = 14 TeV. No
survival probability factor, which is expected to be 0.06, was applied.

Recently, jet—gap—jet events were also implemented in DPE following the Mueller—Tang
formalism [119].

2.10.4 Implementation of exclusive production

The implementation of central exclusive Higgs and dijet productions is not done in terms of a
flux, as in the cases discussed above, but rather in terms of the effective gluon—gluon luminosity.
The calculation of the effective gluon—gluon luminosity in exclusive events [5] is available in
the ExXHuME generator, see Section 2.9. It is convenient to study the forward processes in
the same framework with the same hadronization model. We therefore adopted the ExHUME
calculation of the gluon—gluon luminosity in FPMC.

CEP is implemented by means of look—up tables of the gluon—gluon luminosity calculated
by ExHUME (Lumi()routine) as a function of the momentum fraction losses of the scattered
protons &;, &. It is evaluated and added to the event weight after generation of both of &, &;.
The rest of the event is then generated with the gg — ¢g, gg, H matrix elements respecting the
J, = 0 selection rule. The effective gluon—gluon luminosity included in FPMC and the one
calculated by EXHUME (v1.3.3) are in good agreement.

2.11 STARLIGHT

STARLIGHT is a MC event generator for electromagnetic interactions in nucleus-nucleus,
proton-nucleus, and proton-proton collisions [120]. Simulations are performed for ultra-peripheral
collisions, where the nuclei/protons are separated by impact parameters larger than the sum
of their radii. In these collisions, purely hadronic interactions are strongly suppressed while
the cross sections for electromagnetic interactions remain large [9, 122]. Two-photon and
photonuclear/photon-proton interactions are included in the model. The main focus is on ex-
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clusive particle production where the nuclei remain intact, A+A — A + A + X, but general
photonuclear interactions Y+ A — X are included through an interface to the DPMJET MC.
The model is primarily developed for interactions at high energy colliders such as RHIC, the
Tevatron, and the LHC.

The electromagnetic field is treated as an equivalent flux of photons, and the photon spec-
trum is calculated in impact parameter space. Working in impact parameter space is preferable
when dealing with hadronic beams, since it provides the clearest way to suppress interactions
where the beams interact hadronically. In simple terms, this means that interactions with im-
pact parameters b < R| + R; have to be excluded (R) > are the nuclear radii). In STARLIGHT,
the exclusion of hadronic interactions is done through a calculation of the hadronic interaction
probability using the Glauber model.

The dominating exclusive particle production mechanism in high-energy nucleus-nucleus
collisions is photonuclear vector meson production [14]. In these interactions, the photon fluc-
tuates to a vector meson, which becomes real by scattering “elastically” off the target nucleus.
For momentum transfers [¢| < (1/R)?, the vector meson couples coherently to all nucleons in the
target and the cross section is enhanced. For larger momentum transfers, the vector meson may
scatter quasi-elastically off a single nucleon. Coherent and incoherent photonuclear production
of the p°, w, ¢, J /v, y(2S), and Y(1S,2S5,3S) vector mesons are included in STARLIGHT. In
all cases, including asymmetric systems such as proton-nucleus collisions, either projectile can
act as photon emitter or target.

The photonuclear vector meson production cross section is calculated from the corre-
sponding Y+ p — V + p cross section using the Glauber model. The photon-proton cross sec-
tion is obtained from phenomenological fits to data, mostly from the electron-proton collider
HERA. Interference between the two photon emitter and target configurations will modify the
transverse momentum spectrum at low momenta [124]. This interference may be optionally
included.

STARLIGHT also includes two-photon production of single pseudo-scalar and tensor
mesons as well as dilepton pairs [125]. The total cross section is obtained by convoluting
the photon spectra from the two beams with the two-photon cross section, ¢(yy — X), under
the requirement that there should be no accompanying hadronic interaction in the same event.
For single meson production, o(yy — M) is proportional to the two-photon decay width, I"y,,
while for dilepton pair production the Breit~-Wheeler cross section 6 (yy — [717) is calculable
from lowest order QED. Both for two-photon and photonuclear production of single mesons,
the decay into two charged daughter particles is simulated taking into account the effects of
polarization on the decay angle for mesons with J > 0.

In collisions of truly heavy ions (e.g. Au at RHIC or Pb at the LHC), the probabilities of
exchanging multiple photons in a single event is high [15]. These additional photons typically
have low energy but can lead to the breakup of one or both nuclei. Two-photon and photonuclear
particle production can be simulated in STARLIGHT for various breakup scenarios of one or
both beam nuclei.

General photonuclear interactions Y+ A — X can be simulated with the DPMJET model [13].
STARLIGHT includes an interface to run DPMJET with photon spectra appropriate for heavy-
ion beams. Emission of a photon from one or both nuclei in the same event can be simulated,
with photon spectra calculated as described in [127].

STARLIGHT has been found to give a good description of two-photon production of
dilepton pairs in heavy-ion collisions at RHIC [53, 128] and the LHC [69, 130]. Exclusive
photonuclear production of p® mesons in heavy-ion collisions [63, 69, 133] and J/y mesons
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in pp/pp collisions [134, 135] are also well reproduced. The cross section for photonuclear
J/y production at the LHC is found to be overestimated, presumably because nuclear gluon
shadowing is not included in the model [130].

2.12 SuperChic
2.12.1 Version 1

The original version of SuperChic was designed to generate events for the CEP of y.; and
N quarkonia, as described in [114, 115]. Rather than integrating (5.1) directly, with the de-
pendence on the outgoing proton p; included inside the integral, an expansion was performed,
so that for small proton p |, the x.o amplitude may for example be written as

4’0 (q1, 9>
T / 2 qZL 2 L) fg(xlax,l?Q%7“2)fg(x27x/27Q%7/~L2)
J_ l

~Co+Ci(pi, +P3,) +Cia(p1, - P2,)++++ - (2.48)

Squaring (2.48) and keeping only the leading terms in pi, we can see that this expansion is
equivalent to making the replacement (at lowest order in pl-zl)

) —(p—2S1\p2
PR TN T (2.49)

Thus to a first approximation we expect the inclusion of non—zero p,; in the amplitude cal-
culation to simply result in a change in the effective slope of the proton form factor. This
approach may be readily extended to the higher spin y; > and odd-parity 1 states, see [115].
This allows a more precise inclusion of non—zero proton p | effects than is given by simply
assuming the forward proton limit when calculating the subprocess matrix element (an assump-
tion that would moreover give a vanishing cross section for the x> and 7 states). The decay
Xe — J/wy — utuyis also included in the MC, including full spin correlations, see [115].
This MC treatment was subsequently extended to include yy [114] and meson pair (w7, KK,
pp, n(")n(")) CEP within the approach of [136, 137].

In addition, SuperChic models the photoproduction process of C—odd vector mesons
J/y, Y(1S), w(2S)). The cross sections are normalised using a fit to HERA data [43]

1)

d X N

o(rp— +p):_< W ) P | (2.50)
a0, b \1GeV

with § = 0.72, N = 3 nb in the case of J/y production, while for Y(1S) production the fit
of [139] is taken, which gives § = 1.63 and N = 0.12 pb. In the case of y(2S), the same value
of 6 = 0.72 as for the J/y is taken, with N = 0.498 nb: any difference in the energy scaling
cannot be reliably determined from the limited statistics HERA data [140]. The photon flux is
given as in [141], while a simplified form for the survival factor, as in [142], is used. A Regge
scaling behaviour is taken for the slope b, with

w
b= by+4a'log (WO) , (2.51)

with by = 4.6GeV 2, Wy = 90 GeV, and &’ = 0.16GeV 2. For the J/y and Y(1S) the decay
to w " is included, with full spin correlations, while the w(2S) — Jyntar™ — utu - atn~
is also included, distributed according to phase space. In addition, in the case of J/y and Y

production, the simple leading order QCD cross section is also included, as in [23], with both
MSTWOS [144] and CTEQ6 [145] PDFs.
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2.12.2 Version 2

An update of SuperChic is currently close to release, which will address some of the lim-
itations present in the previous version. In particular, the approximation (2.49) is no longer
applied: instead, the exact p | dependence of the matrix element is used and, significantly, soft
survival effects are included at the amplitude level, that is differentially and not as an overall
constant factor. In this way the influence of the survival factor on the distribution of the outgo-
ing protons, which as discussed in Section 5.3.2 can be quite significant, is included. In addition
to this, the code has been re-written to allow all elements of the Durham model (PDF choice,
skewness effects, model of soft survival) to be adjusted by the user in a relatively straightfor-
ward way. Finally, the range of processes generated is increased to include 2 and 3 (quark
and gluon) jet, Higgs boson and double J/y production, in the first instance. This project is
ongoing, and further developments are planned for the future.

2.13 LHC forward measurements and MC tuning

In this section a small selection of comparison plots between LHC diffractive measurements
and MC predictions are shown, in all cases made using the MCPLOTS repository [146]. These
are intended to serve as an indication of the way in which already such measurements can be
of great use in tuning the available MCs, with further data to come increasingly allowing a
differentiation between the model inputs.
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Fig. 2.11: Comparison of MC distributions with ATLAS forward rapidity gap cross section [147] at
/s =7 TeV, as a function of the gap size Ay in which no final state particles are produced above some
threshold p".

In Fig. 2.11 a comparison with the ATLAS forward rapidity gap cross section [147] at
/s =7 TeV, as a function of gap size, AN, in which no final state particles are produced above
a transverse momentum threshold pi“, is shown. Such data is invaluable for tuning the various
input parameters of the MCs, such as the form of the pomeron flux. Overall it is clear that
there is a large spread in MC predictions: Herwig++ has no explicit diffractive model, although
it nevertheless generates quite large rapidity gap events, but clearly fails to describe the shape
or magnitude of the data; PYTHIA tends to overestimate the data, a result which remains true
for other available tunes; Sherpa clearly struggles to describe the shape and size of the data at

higher nr; EPOS (LHC re—tune) gives the best overall agreement.
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Fig. 2.12: Comparison of MC predictions with ALICE [148], ATLAS [91] and CMS [92] measurements
of the inelastic cross section at /s = 7 TeV.
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Fig. 2.13: Comparison of MC predictions to the ALICE [148] measurements of the ratios of the single—
diffractive (for a diffractive mass My < 200 MeV) and double—diffractive cross sections (for a gap An >
3) to the inelastic cross section.

In Fig. 2.12 ALICE [148], ATLAS [91] and CMS [92] measurements of the inelastic cross
section at y/s = 7 TeV are shown. The CMS data correspond to two independent methods,
one using the forward calorimeters (first bin in figure), and another using the central tracker,
with requirements of there being more than one, two or three tracks with p, > 200 MeV and
In| < 2.4; these measurements are therefore sensitive to different phase space regions. The
ATLAS and CMS (calorimetry) measurements corresponds to the region & = M)z( /s>5x1075,
below which low mass diffraction is not seen within the detector acceptance, while the ALICE
measurement corresponds to an extrapolation to this low My region. We can see that all MCs
tend to overestimate the ATLAS and CMS (& > 5 x 10~%) measurements, but the agreement
is better for the CMS central track—based measurement. Altogether there is broad agreement
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between the MCs and data, but with higher precision measurements in the future, it will be
possible to place more stringent constraints on these predictions.

Finally in Fig. 2.13 the ALICE [148] measurements of the ratios of the single—diffractive
(for a diffractive mass My < 200 MeV) and double—diffractive cross sections (for a gap An > 3)
to the inelastic cross section are shown. The MC predictions agree broadly within the quite large
experimental uncertainties, but clearly the higher precision that will come from CMS, TOTEM
and CMS+TOTEM measurements, combined with this data, will be of great use in tuning the
MCs.

MC simulations are an essential part of the LHC forward physics programme, both as a
means to compare the available models of diffractive physics with LHC measurements, as well
as a tool to tune to hadronic data and hence provide a phenomenological description of soft QCD
effects, an understanding of which is essential for wide range of high energy physics analyses,
including searches for BSM physics. In addition such models are crucial in the modelling of
cosmic ray physics. In this chapter a range of MC generators for diffractive and exclusive
processes have been considered. A description of these MCs, which are widely used in the
analyses presented in this report, as well as discussion of the possibilities for further constraints
from future LHC data, have been presented.
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Chapter 3

Soft Diffraction and Total Cross section

Conveners and Editors: V. Avati, T. Martin
Internal Reviewers: P. Grafstrom, V. Khoze

3.1 Introduction

High energy elastic proton-proton scattering is an important fundamental reaction, which pro-
vides information on the pp — pp strong interaction amplitude, and - via unitarity, about the
sum of all inelastic processes as well. The LHC reaches sufficiently high energies that data
should be able to distinguish between the different asymptotic scenarios for high energy inter-
actions.

The ¢-slope of the elastic amplitude determines the value of the interaction radius. More-
over, after transformation into the impact parameter (b;) representation, the elastic scattering
amplitude (together with the total cross section) allows us to trace how the strong interaction at
high energies approaches the black disk limit. In turn, proton diffractive dissociation is driven
by the probability of parton elastic scattering. Therefore its mass- and t-dependences provide
(integrated) information about the proton’s partonic wave function; that is, about the k; and
rapidity distributions of the partons inside a proton.

On the other hand, the survival probability of Large Rapidity Gaps (which are an essential
feature of diffractive dissociation events, and arise from the exchange of a colour singlet) reflects
the probability of an additional inelastic soft interaction in the multi-particle process.

In high energy pp collisions about 40% of the total cross section comes from diffractive
processes, like elastic scattering and single and double diffractive dissociation. We need to
study these soft interactions to understand the structure of the total cross section, and the nature
of the underlying events which accompany the rare hard sub-processes. Indeed, the hope is that
a detailed study of these elastic and quasi-elastic soft processes will allow the construction of
a Monte Carlo simulation which merges the soft and hard high energy interactions in a reliable
and consistent way.

This chapter outlines the probability of detecting a proton in the forward detectors for high
cross section elastic and inelastic proton interactions, and investigates details of the modelling
in MC.

Past studies of large rapidity gaps in soft events are summarised and future prospects are
listed, including the use of forward and very forward detectors to increase the acceptance of the
LHC experiments to diffractive signatures.

Results on the total, elastic and inelastic cross section measurements are also summarised
along with the outlook for Run-II.

3.2 Detecting soft diffraction with Forward Detectors

Forward detectors offer a unique opportunity to combine information about the centrally pro-
duced system and the intact protons. This additional information will be used to significantly
increase the purity of diffractive samples and, in some cases, make the measurement possi-
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ble, e.g. for some exclusive production channels. One can also construct dedicated diffractive
triggers utilising the coincidences between forward and central detectors.

Protons were generated using PYTHIA 8 [1] with MBR tune! [2] and assuming /s =
14 TeV. The following processes were taken into account: minimum-bias (PYTHIA process
code = 101), elastic scattering (102), single diffraction (103 and 104), double diffraction (105)
and central diffraction (106). Generated protons were then transported using FPTRACK [3]
to the forward detector position. The vertex position was smeared accordingly to values from
Table 1.1 and the momentum spread (cf. Table 1.1) was applied, tables are in Section 1.1.

All probabilities are for single interactions, including both elastic scattering and inelastic
collisions. The interpretation of these data is in terms of tagging probabilities for high cross
section processes. By multiplying this probability by an average pile-up value, the probability
of a tag from a soft interaction forming a background to other hard processes is obtained.

Under real experimental conditions, a single-sided horizontal detector such as AFP will
not be able to reconstruct elastically scattered protons unless their pr is large enough. Moreover,
such detector will never reconstruct both elastic protons since one of them will be deflected in
the un-instrumented direction.

3.2.1 Per Interaction Probability of Single and Double Tag

The probability of observing a scattered proton in a forward detector depends on the distance
between the detector active area and the beam centre — ¢f. Fig. 3.1. In this figure the solid
black lines mark the results for the f* = 0.55 m optics, dashed red ones for f* = 90 m and the
dotted blue — for B* = 1000 m. Due to the fact that the beam size depends on the optics used
(see Table 1.2), for each setting the distance in ¢ is marked with vertical lines. The additional
distance of 0.3 mm represents the so-called ‘dead edge’ — the area between the edge and active
part of the detector.

Minimum-bias and elastic protons in AFP station at 204 m Minimum-bias and elastic protons in ALFA station at 237 m
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Fig. 3.1: Probability per soft interaction of observing elastic or minimum-bias proton in one of the
forward detector for the AFP (left) and ALFA (right) detectors. The solid black lines are for the f* =
0.55 m optics, dashed red ones for B* = 90 m and the dotted blue — for $* = 1000 m. The vertical lines
mark the distance for each setting.

The AFP detectors are expected” to operate at 15 ¢ during the runs with the collision
optics and at 10 o during the high * ones. As can be seen from Fig. 3.1 (left) this translates

11t should be noted that the differences between various MC generators are known to be significant and even a factor of 2 in
the predicted cross sections can be expected.

2The exact value depends obviously on the real beam intensity and will be fixed during the run.
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to 1 — 2% chance of observing scattered proton in the detector. These protons originate mainly
from single diffractive events. There is also a contribution from double diffraction and non-
diffractive events, which starts to be important at larger distances (higher &). For the * = 90
m and, especially, B* = 1000 m a contribution of the elastics scattering is also visible, but
as it decreases rapidly with increasing detector distance from the beam. Note that the elastic
contribution also cannot be reconstructed in AFP as the other scattered proton is lost due to the
single-sided horizontal acceptance.

For the ALFA detectors and 8* = 0.55 m, the situation is similar to one for AFP, except
that the expected probability of observing a scattered proton at 15 ¢ distance is about two times
smaller. For the high-B* optics the situation changes drastically, as the contribution of the
elastic scattering is dominant for all considered distances.

The probability of registering protons on both sides of the IP (so-called double tag) is
shown in Fig. 3.2. Similarly to the single tag case the solid black lines marks results for the
B* = 0.55 m optics, dashed red ones for B* = 90 m, the dotted blue — for f* = 1000 m and the
relevant beam smearing were considered.

Minimum-bias and elastic protons in AFP station at 204 m Minimum-bias and elastic protons in ALFA station at 237 m
10

[ PythiagissmBRT ]
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Fig. 3.2: Probability per soft interaction of observing double tagged event in the forward detector for the
AFP (left) and ALFA (right) detectors. The solid black lines are for the B* = 0.55 m optics, dashed red
ones for f* =90 m and the dotted blue — for B* = 1000 m. The vertical lines on the left figure mark the
distance for each setting, they are at the same distances for the right hand figure.

For B* = 0.55 m and 15 o distance between the AFP detector and the beam centre the
probability of observing a double tag event is about 2- 10~*. The main contribution comes from
central diffraction. For high-B* optics and 10 o distance this probability is about 8 - 107>, For
the distances larger than 10 o the main contribution comes from double and central diffractive
processes. The single diffraction process plays a secondary role.

In the case of the ALFA detectors and collision optics, the probability of observing a
double tagged event at 10 ¢ distance is about 3- 107> These protons come mainly from central
diffraction. For the high-B* optics and 10 o distance the probability of observing a double tag
event is very high: 0.1 for B* =90 m and 0.2 for B* = 1000 m. This is not surprising, since
these events are in ~ 95% of cases due to the elastic scattering.

3.2.2 Soft Vertex Reconstruction

In hard diffractive analyses the background is mainly due to hard non-diffractive events. Proton
tagging allows us to eliminate some of these events. However, due to pile-up, there could be
the situation where a hard event is produced together with a soft one which contains forward
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proton(s). Requiring exactly one vertex reconstructed in the central detector allows further
background reduction. Apart from knowing how often the vertex originating from soft event
(hereafter referred to as the ‘soft vertex’) is reconstructed when there is a diffractive proton in
the forward detector, one needs also take into account that there are cases in which soft vertices
are not visible. There are two main sources of vertex reconstruction inefficiency:

— the soft event is produced too close to a hard one; due to finite detector resolution and
reconstruction algorithms the vertices are merged,

— there are not enough tracks pointing to the soft vertex.

In the presented studies, the vertex was assumed to be reconstructed if there are at least
four charged particles within the ATLAS tracker (|| < 2.5). In order to account for the detector
efficiency, each particle had a certain probability of being registered. The thresholds were set
to:

— 50% for particles with 100 < pt < 500 MeV and
— 90% for particles with pt > 500 MeV.

These values are reflecting the behaviour of ATLAS inner detector [4], but are also similar for
the CMS experiment. The minimal distance below which vertices are merged was set to 1.5
mm.

The probabilities should be multiplied by an average pile-up to yield the prediction of soft
vertex reconstruction for the running conditions in question.

The vertex reconstruction probability under the condition that the proton is tagged in the
forward detector as a function of the distance between detector active area and the beam centre
is shown in Fig. 3.3. For B* = 0.55 m it ranges between 0.6 and 0.7. In the case of the AFP
(left) and high-B* optics, this probability at the 10 o distance is on average smaller by 0.1 than
that for the collision optics. This situation is a bit different for the ALFA detectors (right) —
due to the fact that the elastic scattering plays an important role in the wide range of distances,
the probability to have a vertex in the event is much smaller. The shapes of the presented
distributions are a consequence of a non-trivial interplay between the kinematics of forward
proton and central system multiplicity.

The probability to reconstruct the soft vertex under the condition that there is a double
tag in the AFP detector is shown in Fig. 3.4. One concludes that the shapes of the presented
dependences are qualitatively very similar to those in the single tag case.

3.2.3 Proton and Vertex reconstruction Conclusion

Studies are presented which quantify the probability of reconstructing single and double proton-
tagged events using the AFP and ALFA forward detectors (CT-PPS, TOTEM results are ex-
pected to be broadly similar). The results are presented for combined elastic, inelastic and
MBR diffractive interactions at different LHC optics settings as a function of the detector-beam
separation.

The probability of also reconstructing the soft vertex within the central tracking volume
is subsequently investigated in conjunction with the forward proton tag. These studies together
indicate an approximate (MC dependent) rate of proton tags from soft interactions which may
be used in one of two ways. It quantifies the expected statistics to be gained from a minimum
bias data taking campaign for studies on soft interactions with forward proton tags. Or by mul-
tiplying the probability by an average pileup value, it yields the chance that a hard interaction
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Fig. 3.3: Soft vertex reconstruction probability for single tagged events tagged in the AFP (left) and
ALFA (right) detectors. The solid black lines are for the f* = 0.55 m optics, dashed red ones for
B* =90 m and the dotted blue — for f* = 1000 m. The vertex is assumed to be reconstructed if there
are at least four charged particles in the ATLAS tracker (|n| < 2.5). Particles with 100 < pr < 500 MeV
have 0.5 chance to be detected whereas the probability for the ones with pt > 500 MeV was set to 0.9.
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Fig. 3.4: Soft vertex reconstruction probability for double tagged events tagged in the AFP detector. The
solid black lines are for the * = 0.55 m optics, dashed red ones for §* = 90 m and the dotted blue — for
B* = 1000 m. The vertex is assumed to be reconstructed if there are at least four charged particles in the
ATLAS tracker (|n| < 2.5). Particles with 100 < pr < 500 MeV have 0.5 chance to be detected whereas
the probability for the ones with pt > 500 MeV was set to 0.9.

will overlap with a pileup event with forward proton tags - a possible source of background to
smaller cross section hard diffractive processes, as investigated in Section 4.2.

3.3 Physics sources and properties of forward protons from inelastic interactions

Forward proton detectors such as AFP, ALFA and TOTEM reconstruct protons from elastic
scattering, single-diffractive interactions and double-Pomeron exchange. Other physics mech-
anisms may exist however which produce protons within the acceptance of forward proton
detectors, these too are explored in this section and with the aim of allowing for greater dis-
crimination between soft physics models.

Soft pseudorapidity gaps, devoid of any final state particles above a low threshold (typi-
cally a few hundred MeV) have long been used as a probe of diffractive interactions [5-9]. At
the LHC, the diffractive kinematics are such that for a single diffractive interaction to leave a
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rapidity gap within the acceptance of the main detectors (here taken as || < 5), the scattered
proton must be in the interval —6 < log;, (éx) < —2. Smaller diffractive masses escape down
the beam-line, where specialist forward detectors are needed to measure them, while larger
diffractive masses span the full 1 range of the central detector and hence do not leave a recon-
structible pseudorapidity gap within.

The lowest & for which a single diffractive event will start to leave a pseudorapidity gap
in the central detector is two times smaller than the lowest & reconstructible by AFP. Therefore
if we wish to probe pseudorapidity gaps in a soft diffractive enriched data sample, we must
explore other mechanisms by which a forward proton tag may be obtained.

Diffraction in the Pythia 8 generator is described in Section 2.5, of key interest to
this study is the modelling of double dissociative interactions where the mass of the smaller
diffractive system (denoted My) is of the order of the proton mass. For My < m, + 1 GeV
(where m,, is the proton mass), the system is decayed isotropically by Pythia into a two body
system while for masses up to 10 GeV the system is hadronised from a string with the quantum
numbers of the originating proton. Only higher mass resolved systems (with a probabilistic
turn on, starting from a diffractive mass of 10 GeV) are subjected to a perturbative modelling
with [10] proton-Pomeron PDF from H1 and the full Pythia machinery for parton showers
and MPI employed within the diffractive system?.

These low mass diffractive excitations are predicted to often result in the beam baryon
number being retained by a proton, but one with a significantly lower energy due to the two body
decay or low mass string fragmentation. This is illustrated in Fig. 3.5a where the hadronisation
of four independent low mass diffractive systems in Pythia 8 are visualised with MCViz
[11]. In each case, the forward proton (highlighted in magenta) was found to be produced
within the kinematic acceptance of the AFP detector, assuming collision optics. The cross
section prediction by Pythia 8 of double diffractive interactions which produce a forward
proton within AFP acceptance is 0.3 mb (3.3 % of the total double dissociative prediction,
see Table 3.1). For all but the highest mass diffractive systems, there is very little correlation
between the size of the two diffractive dissociations Mx and My.

This high cross section process will allow for these protons, produced through low mass
forward My systems, to be used as independent tags to study the dynamics of the larger Mx sys-
tem in minimum bias interactions and will be exploited in generator feasibility studies reported
in this document (see Sections 3.4, 6.3 and 6.4).

Other MC generators considered are EPOS and Herwig++. EPOS uses a parton based
Gribov-Regge model and is described in Section 2.2, EPOS interactions resulting in a forward
proton within AFP acceptance are illustrated in Fig. 3.5b for two independent systems, one of
low mass and one of high mass.

Herwig++ is discussed in Section 2.4, events are generated using the Herwig++ un-
derlying event model where the hard scatter matrix element is set to the unit matrix and parti-
cle production is generated solely from the simulation of /4 semi-hard (containing object with
pt > 3.36 GeV) and n soft scatters where & and n are each chosen per event via the sampling
of Poisson distributions. For the case # = 0 and n = 0, only the beam remnants are present. Al-
though not explicitly modelling soft diffractive interaction here, Herwig++ is also capable of
generating protons within the acceptance of AFP and additionally uses the cluster hadronisation
model. An example of a Herwig++ event with a forward proton tag is illustrated in Fig. 3.6.

3Note that this is fully contained within the proton-Pomeron interaction and cannot interfere with or destroy the rapidity gap
generated via the Pomeron exchange.
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In all cases the forward protons are highlighted in magenta.
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produced in the final state (highlighted in magenta). The proton on the right hand side of the diagram is
within AFP acceptance.

3.3.1 MC versions and tagged proton selection for inelastic studies

The subsequent studies on the rapidity gap spectra, Section 3.4, transverse energy density, Sec-
tion 6.3 and charged particle multiplicities, Section 6.4 use the following generators. Pythia
8 version 8.176 with the option Tune : pp=8 (ATLAS MB Tune A2 with the MSTW 2008 LO
PDF) [12], EPOS version 1. 99 . crmc.v3200 with the tune EPOS-LHC and Herwig++ ver-
sion 2.7.0 with the
LHC-UE-EE-4.in run card using the CTEQ6L1 PDF, modified to increase /s to 14 TeV.
For event selections including a forward proton tag, acceptance efficiency and resolution maps
for AFP and ALFA were provided by [13] binned in pr), and £, = Epeam — Ep/Ebeam, se€ Sec-
tion 1.1. Final state protons produced by the MC are checked against these maps and a forward
proton tag is generated if P(pr,,,&,) > r where P(pr),&,) is the probability of detection for
the given proton kinematics and r is a uniformly distributed random number over the range 0-1.

Primary considered scenarios were AFP tracking detectors at a distance of 2.0 mm (100)
from the beam and collision optics, B* = 0.55 m, this gives access to a large range of pr,,
for {, > 0.01. For ALFA a distance of 4.5 mm (50) was used with B* = 90 m optics which
accesses &, < 0.2 for pt, > 0.1 GeV. See Section 9 for additional details on the current and
future forward detectors at ATLAS and CMS. These settings are optimistic regarding how close
the detectors will be able to approach the beam, however increasing the distance to 20(10)c
for AFP(ALFA) results only in a small increase in the minimum reconstructible §,(pr,,) in
AFP(ALFA) and does not change the conclusions due to the large (millibarn) cross sections.

B* = 0.55 collision optics were also investigated for the ALFA detector. It was found that
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the MC predictions were in good agreement with the AFP predictions in terms of shape, how-
ever due to the reduced acceptance (ALFA does not posses horizontal detectors) the predicted
number of diffractive events is further reduced from the AFP estimates by around a factor of 4
(~ 0.4 mb for single and double diffraction combined).

The cross sections and overall probabilities of acquiring exactly one forward proton tag
per inelastic interaction are listed for the considered MC and forward detector arrangements in
Table 3.1.

Table 3.1: MC predictions for the inelastic cross section at /s = 14 TeV, including a breakdown of
Pythia 8 into the diffractive and non-diffractive sub components. Also listed is the probability per
event that exactly one proton is reconstructed in the forward detectors, based on the probabilistic accep-
tance as a function of §, and pr,,.

Cross Section AFP Tag Prob.  ALFA Tag Prob.  ALFA Tag Prob.
Vs=14TeV (mb) B*=0.55m (%) B*=90m (%) P*=0.55m (%)

Herwig++ UE-EE4 78.0 0.7 0.3 0.2
EPOS LHC 80.1 4.6 1.7 1.1
Pythia 8 A2 79.3 25 0.8 0.6
Pythia 8 A2 SD 12.9 (16%) 11.5 39 2.7
Pythia 8 A2DD 8.9 (11%) 33 0.6 0.8
Pythia 8 A2ND 57.5 (73%) 0.4 0.2 0.1

Sources of background, such as discussed in Section 1.2, and the effects of pileup are not
included in these studies.

3.3.2 Kinematics of tagged proton samples

Of the Pythia 8, EPOS and Herwig++ interactions with exactly one forward proton tag
in AFP for the B* = 0.55 collision optics, a double-diffractive enhanced sample is selected by
requiring a pseudorapidity gap An > 4 between any pair of neighbouring final state particles
in the event. Single diffractive events are rejected by requiring the smaller system’s mass to be
greater than the proton mass.

All final state particles from either side of the largest pseudorapidity gap in the event
are combined into two systems which are identified as Mx and My (where Mx > My). The
correlations of the two systems are plotted in Fig. 3.7. The mechanism of forward protons
generated through low mass dissociation in Pythia 8 from Section 3.3 is observed as the
excess of events with log,,(§y) = —7. EPOS also shows this independence of the variables,
but it only holds for log,,(Ex) < —4. For larger Mx, EPOS and Herwig++ display a less
prominent anti-correlation between Mx and My.

3.4 Soft pseudorapidity gaps
3.4.1 Previous measurements

Large pseudorapidity gaps devoid of all final state particles above a lower experimental cut off
(typically of order a few hundreds of MeV) are a characteristic signature of diffractive interac-
tions.

The soft pseudorapidity gap cross section was measured at /s = 7 TeV by ATLAS [8] and
CMS [9]. Gaps size are expressed here in terms of the event variable AnF, this is defined as the
largest of the two forward rapidity regions extending to (at least) 1 = £4.9 which contain no
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Fig. 3.7: Correlations of invariant masses of systems either side of the largest pseudorapidity gap for
EPOS (a), Herwig++ (b) and Pythia 8 (c) generators using a double-diffractive enhancing selection
of An > 4 and My > m,,. Distributions are normalised to unity in columns of log;, (&x).

final state particles above a threshold pt > p$"t. The value of p$Ut is varied in the range* 200—

800 MeV and as p$U* increases the modelling of hadronisation in the MC is tested, especially
for small values of AnF where gap fluctuations from hadronisation effects dominate.

CMS in addition measures the cross section for single and double dissociation as a func-
tion of £ = M)% /s, where M}Z( is the mass of the larger (in the case of double diffraction) diffrac-
tive system [14].

TOTEM has measured the DD cross section in the forward rapidity range [15] using the
T1 and T2 telescopes, and the SD cross section using the T1 and T2 telescopes and the forward
proton [16]. An estimate of the low-mass diffractive events (My < 3.4 GeV/c?) with no charged
particles in the || < 6.5 range has been obtained by estimating the difference between the
total inelastic cross section determined using elastic scattering and the optical theorem and the
inelastic cross section measured using the T1 and T2 telescopes (see Section 3.6.3).

These data, along with other measurements including data from TOTEM and CDF, are
being employed to test theoretical modelling which aims to globally describe LHC elastic and
diffractive data. An example is shown in Fig. 3.8. See Section 2.7 and [17-20] for additional
details.

4Note that for pSUt > 400 MeV, the starting hemisphere of the rapidity gap as calculated at p$“t = 200 MeV is used to fix
the side of the detector from which AnF is measured.
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Fig. 3.8: Figure from [18] of the forward pseudorapidity gap size as measured by ATLAS [8] versus the
proposed global description.

The ALICE collaboration used minimum bias data at 0.9, 2.76 and 7 TeV to calculate the
single (SD) and double (DD) diffraction cross sections at these three energies [21]. In Run-I
the data were triggered using the VZERO detector and the two innermost layers of the Inner
Tracking System, with a combined pseudorapidity coverage —3.7 < n < 5.1. Offline selections
were based on the largest forward and central pseudorapidity gaps between tracks at forward
and central pseudorapidity, and on the ratio between these two gaps. These are used to define
two samples which are strongly enhanced in SD and DD events. These were compared to
distributions from two different event generators (PYTHIA 6 [Perugia-0, tune 320] [22] and
PHOIJET [23]) and the diffractive fractions were obtained from an adjustment of the fractions
assumed in these two generators (see paper for details). For SD, an extrapolation was performed
to estimate the rate for unobserved low-mass diffractive events according to the parametrisation
of Kaidalov and Poghosyan [24]. The resulting SD and DD cross sections are shown as a
function of energy in Fig. 3.9. The inelastic cross-sections derived from these measurements
are discussed in Section 3.5. In Run-II the measurement will be repeated using essentially the
same method, but with increased pseudorapidity coverage (to —7 < 1 < 6.3) using the new AD
counters described in Section 9.6.1.

3.4.2 Future soft pseudorapidity gaps studies with a proton tag

By correlating pseudorapidity gaps with forward proton tags, we present an analysis which
has the potential to offer enhanced sensitivity to the modelling of do/d& over four orders of
magnitude in &.

For the proton tagged event selection, the near side of the detector to the proton tag is
defined as where the gap starts.

Diffractive topologies are isolated at large gap sizes, the distribution is truncated at AnF =
8 due to experimental trigger inefficiencies for larger gaps (CMS are able to trigger events up to
AnF=8.4). ThePythia 8 decomposition of the inelastic cross section is explored in Fig. 3.10
(see Section 3.3.1 for forward proton selection and MC details). Here we observe an exponential
fall both for the strongly suppressed non-diffractive events and the single diffractive events.
The exponential fall of the single diffractive events is expected because only high mass single
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Fig. 3.9: Single diffractive cross section as a function of centre-of-mass energy (left) and for the double
diffractive cross section (right) where An > 3. SD data from other experiments are for Mz < 0.05s.
ALICE measured SD points are shown with full red circles, in order to compare with data from other
experiments these were extrapolated to Mz < 0.05s (open red circles), when needed. Theoretical model
predictions, shown as lines, all correspond to M < 0.05s.

diffractive events result in a large enough fractional momentum loss to enter the acceptance
of AFP. These high mass systems span all of ATLAS and only contain rapidity gaps from
hadronisation fluctuations.

The hypothesis that for double dissociation in Pythia 8, the low mass system decaying
to a forward proton provides an independent tag is illustrated in the flatter behaviour of the dou-
ble diffractive cross section, this follows from the relation In (Ex) o< AnF. The small exponential
slope is likely due to the residual effect of hadronisation from large diffractive masses.

The key conclusions is that a high purity diffractive sample is predicted where single
diffraction is dominant at small gap sizes and double diffraction is dominant at large gap sizes.

When requiring an 90 m optics ALFA tag as in Fig. 3.10b, the non-diffractive component
is observed to be even more suppressed than for the 0.55 m optics AFP case. However the
lack of any large acceptance at high £, also results in the large suppression of the diffractive
components, with the double diffractive being much more heavily suppressed than the single
diffractive.

In Fig. 3.11a, the inelastic cross section predictions of Pythia 8, Herwig++ and
EPOS are plotted differential in AnF at /s = 14 TeV for an inclusive sample and for a sam-
ple requiring exactly one forward proton tag from AFP. For the inclusive selection, EPOS and
Pythia 8 are in rough agreement regarding the relative flatness of the diffractive tail, dis-
agreeing at the 30% level regarding the normalisation. Herwig++ generates an excess of
events with ANt = 6 which is a known by-product of the cluster hadronisation of beam rem-
nants.

Upon requiring a forward proton tag from AFP, the overall cross section predictions fall
significantly and inline with the acceptances from Table 3.1. All three generators do however
still predict a long tail, with the difference in normalisation between EPOS and Pythia 8
now around a factor of 7.5. Herwig++ also retains its excess of events at An' = 6. The MC all
remain sufficiently separated to allow for good model discrimination power given sufficiently
precise data.

It is concluded from Fig. 3.10a that the AFP selection greatly suppresses non-diffractive
interactions in Pythia 8 allowing for a higher purity probe of the fragmentation of the p—IP
system.
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Fig. 3.10: Forward rapidity gap cross sections in the range An" < 8 compared between single-diffractive,
double-diffractive and non-diffractive components of the inelastic cross section from Pythia 8, (a) for
the inclusive and AFP selections and (b) for the inclusive and ALFA selections (see text).

One method used is to gradually increase p$Ut, allowing for hadronisation fluctuations to

create larger pseudorapidity gaps and hence studying the pt and 1) dependences of soft particle
production. This is presented in Fig. 3.11, where the p$"* cut is varied over 200-800 MeV.

This scan in the p$"t defining the gap was originally motivated by [25] to study the
differences in pseudorapidity gap fluctuations possible between different hadronisation models,
see Fig. 3.12.

3.4.3 Soft pseudorapidity gap studie