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We present a search for right-handed helicity statebosons in top quark events usingdecays in the
dilepton final states. A non-zero fraction of right-hand&dbosons f+, would be evidence for a¥A charged
weak current contribution to top quark decays. Using a sarmapll5epu, 5 ee, and 2uu tt candidate events
collected by the D@ experiment in 370 pbof pp collisions at the Fermilab Tevatron in Run II, we find
ft = 0.13 & 0.20(stat.)+ 0.06(syst.). Combining this channel with the lepton plus jetarutel givesf™ =
0.04 £+ 0.11(stat.)£ 0.06(syst.).

INTRODUCTION

The measurement of the helicity Bf bosons in top quark decays is a test of the standard model {(8M)
which the top quark decays via the V-A charged weak currdstaction. At the Born level and assuming
theb quark mass to be zero, this parity violating interactiontéthe decays of top quarks int&’ bosons
with longitudinal and left-handed helicity states withdtians f° and f —, respectively. The value of is
a function of the top quark mass:f), W boson massi/y) andb quark massif;) [1]:
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With the present measured values of the top quarkl@nbloson massed 8.0 &+ 4.3 GeV andg0.425 +
0.038, respectively), the SM prediction give® ~ 0.70 andf~ ~ 0.30. Higher order corrections to
these fractions are expected to be 1-2% [1]. The positivieibefraction f* is suppressed by a factor of
(my/m;)? in the SM, and is predicted at NLO to 35 x 10~* [1], far too small to be detected at DQ.
An early theoretical treatment of top quark decays is givef2]. In this measurement we search for a
non-zero value of * that would be evidence for a-WA admixture int — Wb decay.

In Run | of the Tevatron, the CDF collaboration measufed= 0.11 & 0.15 and f° = 0.91 4 0.37 +
0.13 [3], and later updated this result using a new analysis tgehto /™ < 0.18 at 95% C.L. [4]. The
D@ collaboration obtained® = 0.56 4 0.31 [5, 6].

The D@ collaboration has measurgd using lepton plus jets events in Run I, findiffg = 0.00 +
0.13(stat) £ 0.07(syst), which corresponds tf* < 0.25 at 95% C.L. [7].
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In addition to direct measurements, databor: sy decays have been used to set a limil@p andV/;,
boson mixing in a context of assumptions regarding the p@ngpntributions [8, 9].

Our analysis consists of selecting events in the dilept@mikl, where bothl” bosons decay to charged
lepton and neutrino pairs. We select events with electrodsnauons in the final state, so the channel
contributes only when the decays leptonically.

The presence of two unmeasured neutrinos in the dileptonneis renders thet system undercon-
strained, which means that one cannot reconstructithboson rest frames without making additional
assumptions. However, we can still meastiireby noting that charged leptons from right-handéd
bosons will tend to be emitted along tiHé boson boost direction, and thus have langem the laboratory
frame. Therefore we use the leptpp as our measurement variable. We have two measurementsof thi
guantity for each event.

We estimate the expected distribution of lepterfor background and for signal with differefit values
using Monte Carlo events subjected to the same kinemagctsah as used for the signal sample. These
expected distributions are referred to as “templates”.

We use these templates in a binned likelihood fit to find theAMfraction f* given by the data. The
resulting log likelihood curves are interpreted using a &agn approach. We also use these templates
in fits to ensembles of Monte Carlo events in order to test #raaity, robustness, and validity of our
procedure and to estimate systematic uncertainties.

EVENT SELECTION

Data and Monte Carlo Samples

The data used for this analysis were collected by the D@ ttetgl0], and correspond to an integrated
luminosity of 368 pb! in theeu channel, 384 pb' in theee channel, and 363 pB in the 10 channel.

ALPGEN [11] is the primary Monte Carlo generator used for both sigima background processes. The
MC events are passed through a detadedNT3 [12] simulation of the detector, and reconstructed with
the same algorithm used for detector data. The resolutiotheticiencies of objects are then degraded to
match those observed in data control samples.

Kinematic selection

Top quark pair events are expected to have two energetiorleptwo energetic jets, and significant
missing transverse energl ). The object identification criteria for leptons and jete ammilar to those
described in Ref. [13]. However, to improve the expectedaigignificance in theu channel for this
analysis, we require a multivariate electron likelihooddxhon shower shape aatp to be> 0.25.

The kinematic selection criteria are designed to favagvents over backgrounds. Jets in background
events have a softex spectrum because they arise from gluon radiation. In amgisome background
sources contain no neutrinos and hence tend to have sifall@he selection criteria for all of the dilepton
channels are summarized in Table I.



TABLE I: Kinematic selection criteriag(u1) is the azimuthal angle of the leading muon. The contour cuf'erin the u1. channel requires
the Z'r to be larger if theffr vector is nearly colinear with that muor+ in the ep channel is defined as the sum of the's of the two
leading jets and the leading lepton. THe(? in the ;. channel is the result of a kinematic fit of the two leading destto theZ boson mass.
Sphericity is defined a3(e; + €2)/2, wheree; ande; are the two leading eigenvalues of the normalized momenemsot.

Selection criteria

eu ee L
Leptons 1 electromr > 15 GeV 2 electronspr > 15 GeV 2 muonspr > 15 GeV
> 1 muon,pr > 15 GeV Electrons have opp. charge Muons have opp. charge
e, 1 have opp. charge 0 electrons
Jets > 2 jets,pr > 15 GeV
Pr > 25 GeV > 35 GeV
> 40 GeV if 80 < M. < 100 GeV Er,¢(u1) contour cut
Other requirements  Hp > 140 GeV Sphericity> 0.15 Z x> 2

TABLE II: Expected background and yields, and the number of events observed in the three ditephannels. The expected yield
assumes a production cross-section of 7 pb.

Source eu ee o

Z/y =t N/A~ 0.46 £0.15 0.95 +£0.14
Z/y* — 71 0.7340.16 0.30 +0.12 0.07 = 0.02
WW/WZ  0.7440.27 0.20 + 0.07 0.20 +0.08
Fake lepton  0.32 +0.29 0.09 +0.03 0.13 £+ 0.05

Total bkg 1.8+404 1.04+03 13+04
Expectedit 98+13 35+04 25403
Observed 15 5 2

Yield and Background Estimates

After applying all of the selection criteria described abowe observe 15 events in thg channel, 5
events in thece channel, and 2 events in the: channel. The expected backgrounds for each channel
are listed in Table Il. When fitting the leptgn- distribution to extractf*, the background level will be
constrained to be consistent with these expected backdspas described below.

Normalized plots of the leptop, distributions for Monte Carlo signal events that pass tiectien are
shown in Fig. 1. Both leptons from each selected event ateded in the plots, and the range and binning
is the same as that used in the maximum likelihood fit to ektfac To ensure that all leptons contribute
to the maximum likelihood fit, leptons withy greater than 200 GeV are included in the uppermost bin of
each plot.
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FIG. 1: Leptonp distribution for 175 GeMit MC events that pass the: (left), ee (center) anduu (right) event selection criteria. In each
figure, the solid (dashed) histogram is for events with & A (V 4+ A) tWWb coupling. All histograms are normalized to unit area.

MAXIMUM LIKELIHOOD FIT

We perform a binned maximum likelihood fit to extract the eabf f* favored by the data. As input to
the fit we have the distributions of leptpr in: the selected data events, ALPGENMonte Carlo with
f* =0.00 and 0.30, and ALPGEN MC models of the backgrounds framces such ag/v* andW W
pair production.

To form models for intermediate values pf, we note that allf* values arise from linear combinations
of the V and A couplings, withf™ = 0.00 representing pure ¥A and f/* = 0.30 representing pure
V+A. Therefore the templates should vary linearly across dinge of/*; this has in fact been explicitly
demonstrated in parton-level studies [7]. We exploit thist oy performing a linear interpolation of the
signal templates, to arrive at an expected leptprdistribution for any givenf™ value. We choose to
evaluate the likelihood in increments of 0.05fin value when performing the maximum likelihood fit.

For eachf™* value, we compute the likelihood of the data to be consisséttt the sum of signal and
background templates. The likelihood is computed by miyitig the Poisson probabilities of each tem-
plate bin being consistent with the data. We also have a prpectation for the normalization of the
background, which is expressed with a Gaussian term inkk&Hpbod. We define the likelihood as:
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In the Gaussian termyy,, is the number of background sourceg; is the nominal number of events for the
ith backgroundg; ; is the uncertainty om; ;, andn,; is the fitted number of events for thh background.

bkg

In the Poisson termy; is the total number of events expected in fiiebin (n; = n, ; + Z-]il N5, Where
ns is the fitted number of signal events), afids the number of data events in thih bin.

We minimize the—In L for each set of signal and background templates and datébdistn (thed;)
with respect ton, and then,,. We denote the resulting value éfas L,,. The result is a distribution
of —In L,, points versug ™. We fit these points to a parabola to estimate the likelihaod function of
/T. Note that the linear variation in the templates guarartfeeslistribution of the- In L,,, points will be
parabolic to a good approximation.

The—1n L,, points are calculated as described above for each charpabsely, then summed to arrive
at a combined result. A parabola is fit to the summed pointsterchine the overall likelihood as a function



of f+.

Bayesian Interpretation of Results

We use a Bayesian technique to determine a confidence leue) (Gterval for the true value of *.
We choose to use a prior probability that is flat in the phybiealowed range0 < f* < 0.30 and
zero elsewhere. With this choice, finding a Bayesian confidenterval is equivalent to integrating the
likelihood curve. If the parabola that is fit to theln L,,, points has its minimum in the allowed range, we
take the value of that minimum (i.e. the maximumigfas the most likely value,;;,. We then find the
pointsx,,;, andz,,., such that:

[ L(z)da B f;;:" L(x)dx

Lmin

f00'30 L(z)dz a f00'30 L(z)dz

= C.L.J2. 3)

If z\, lies outside the allowed range (or close enough to the bayrbat thex,,., or z,,;, cannot be
found by both equations above), a single-sided range igtegio

e L
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If 2\, IS less than or close to 0.0, then;, is set to 0 and:,,., is calculated. Ifr\y, is greater than or
close to 0.30, then,, . is set to 0.30 and,,;, is calculated.

RESULTSFROM ENSEMBLE TESTS

We test the performance of the maximum likelihood fit by meainBlonte Carlo ensemble tests. For
these tests, we assume a true valu¢g oind form a mock data set by selecting leptervalues from the
appropriate Monte Carlo samples. Fff values intermediate between 0.00 and 0.30, we distribgte th
leptonprs according to the model formed by interpolating the 0.00 @30 samples. Each data set so
formed has the same numberapf, ee, andup events as we observe in the real data sample. On average,
the mock data sets have the number of background eventdedporTable I, but for each data set the
number of signal and background events is varied aroundxpecéed value according to the binomial
distribution. Also once the number of background events prauwicular mock data set is determined, the
number of events from each background source is alloweddtutite binomially as well.



TABLE llI: Results of Monte Carlo ensemble tests on mock datmples that simulate the final data sample. For each asswhgdof £,
the table shows the average fit and error, the average of the Bayesian estimatoy farthe average width of the 68% C.L. region, and the
fraction of ensembles for which that region contains the tralue.

True fT Avg. fit fT Avg. fit Avg. Bayesian Avg. size of  Fraction within

error result 68% C.L. range 68% C.L. range
0.00 -0.03 0.24 0.07 0.16 0.69
0.05 0.01 0.24 0.09 0.17 0.69
0.10 0.09 0.24 0.13 0.17 0.64
0.15 0.15 0.23 0.16 0.17 0.76
0.20 0.19 0.23 0.17 0.17 0.65
0.25 0.24 0.23 0.20 0.16 0.68
0.30 0.29 0.22 0.22 0.16 0.67

The mock data set is then fit according to the same procedatefasfitting the real data. By repeating
the process one thousand times we can investigate thdistdfmoperties of the maximum likelihood fit.
These properties are summarized in Table Ill. We obsentelibaaverage of the fit value gf increases
as the truef increases, and the fraction of ensembles for which the tailigevof f* lies within the 68%
confidence interval is near 68%. Note that the change in thege Bayesian result is much less than the
change in trugf*. This is an unavoidable consequence of having the resutiatebver a finite range of
values with the Bayesian analysis requiring that valueg'ok 0 are set to 0 and values ¢f- > 0.3 are
setto 0.3.

STATISTICAL AND SYSTEMATIC UNCERTAINTIES

Statistical uncertainties in the data are handled in thedihkod fit using Poisson statistics.

Sources of systematic uncertainties arise from finite M@w#do statistics and uncertainties in the top
guark mass, jet energy calibration and Monte Carlo modessgofal and background. Variations in these
parameters can change the measurement in two ways: byngltbe estimate of the background in the
final sample (i.e. if the final selection efficiency changes] &y modifying the shape of the leptor
templates.

To estimate the uncertainty arising from finite Monte Cathtistics we repeat the fit to the data events
1000 times, each time fluctuating the templates accordirggrtaultinomial distribution. The fluctuation
is done by creating a new histogram, then populating it vatitdom numbers distributed according to the
original histogram until it has the same number of entriethasoriginal histogram. This is done for all
templates (both signal and Monte Carlo). The fluctuatedadiistograms are then interpolated, just as
is done for the baseline likelihood fit. The RMS of the vanatin the fittedf™ value is taken as our
systematic uncertainty, and its value is 0.046.

The procedure used to extract the valug bfwas demonstrated to behave reasonably well in MC ensem-
ble tests. However, in some cases even with high statistiegverage fif * value differed from the input
value by 0.01. We assign 0.01 as the uncertainty on our krimelef the self-consistency of the analysis.

We estimate the contribution of the other uncertainties lboyning ensemble tests using the standard
templates, but with the mock data drawn from samples withdpejuark mass, the jet energy calibration,
the leptonpr resolution, thett model, the background model, or the trigger efficiency \hngthin its
uncertainty. The signal and background content of the ehkexis fixed to the values we expect using our



TABLE IV: Summary of the systematic uncertainties fn.

Source Uncertainty
Monte Carlo statistics 0.046
Analysis self-consistency  0.010

Top quark mass 0.008
Jet energy calibration 0.013
tt model 0.03
Fake lepton model 0.013
Leptonpr resolution 0.010
Trigger 0.008
Total 0.061

TABLE V: Bayesian results fof * for various confidence levels. These results include $izlsincertainties only.

Resultforf™ C.L.
0.04 < fT <0.23 68%
0.00 < 1 < 0.27 90%
0.00 < ft < 0.28 95%
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FIG. 2: (Left) Comparison of the sum efu, ee, and uu data (points with errors bars) to the sum of the best-fit tewegl of signal and
background (solid histogram). The signal and backgroundribwutions are shown separately as the dashed and dottjlams. (Right)
Results of the combineedy, ee, and e maximum likelihood fits including the statistical uncentigi only (solid line) and including both
statistical and systematic uncertainties (dashed line).

nominal final selection efficiencies, but the backgroundst@int input to the maximum likelihood fit is
varied to reflect the shifted final selection efficiency of saenple with the appropriate parameter varied.

The results are summarized in Table IV.

RESULTSFROM DATA

The result of applying our maximum likelihood fit to the lepte, distribution observed in the data is
fT = 0.13 £0.20, as shown in Fig. 2. The Bayesian confidence intervals fderdiht confidence levels
are given in Table V. These results include the statistinakttainty only.

We also compare the data distribution to the “best fit modekiich means that the background models
are the nominal models as described above, and the signal imdlde nominal model witli ™ value closest
to the minimum of the- In L curve . The signal and background normalizations are theegaketurned by



TABLE VI: Bayesian result forf ™ for various confidence levels. This result includes botlistteal and systematic uncertainties.

Resultforf™ C.L.
0.04 < fT < 0.23 68%
0.00 < ft < 0.27 90%
0.00 < ft < 0.28 95%

the maximum likelihood fit at that™ value. In Fig. 2, the data is shown as the points with erros,ltae
best fit signal template as the dashed histogram, the besickigbound template as the dotted histogram,
and the sum as the solid histogram. The best fit templatesaareatized according to the fitted signal
and background levels at the best fit point for each sample. The systematic uncertainties indhe |
section are included in the fit by convoluting a Gaussiantionavith a width given by the total systematic
uncertainty with the Gaussian resulting from the maximukelihood fit. The results including systematic
uncertainties for different confidence levels are givenabl& VI. The maximum likelihood distribution

including the statistical uncertainty and including bat#tistical and systematic uncertainties is shown in
Fig. 2.

COMBINATIONWITH THE LEPTON PLUSJETS CHANNEL

The statistical combination of the results from this anialgmd the measurement in the lepton plus jets
channel reported in Ref. [7] is done by summing thin L,,, curves from each analysis. The result of the
combination is:

o =0.04+0.11. (6)

comb

Systematic Uncertainty

Systematic uncertainties are combined using error prdjmaman the value of ! . with the correlations
between the two analyses taken into account. In most casex®ewie sources of systematic uncertainty
are common to the analyses, the errors are assumed to beatelypbrrelated between the channels. The

exception is template statistics, which are uncorrelated.

Summing all sources in quadrature yields a total combinategyatic uncertainty of 0.06. Thus, the
result of combining the two analyses is:

T =0.04 = 0.11(stat.) = 0.06(syst.) )

comb

In both channels, the result from theln L,, curve is converted into a Bayesian confidence interval
where the prior probability is taken to be flat within the piocgdly-allowed range of 0.0 to 0.3, and zero
elsewhere. Doing the same for the combined result yields:



fr . <0.14 @68% C.L.
fr . <0.22 @90% C.L.

O

[t . <025 @95% C.L.

O

CONCLUSIONS

We have measured the fraction of right-hand&dosons () in top decays using the dilepton decay
channels, and find:

ft =0.13 £ 0.20(stat.)£ 0.06(syst.)

Using a Bayesian interpretation for confidence intervat$ iacluding both statistical and systematic un-
certainties we find:

0.04 < £ < 0.23 (68% C.L.)
0.00 < f* < 0.27 (90% C.L.)
0.00 < f* < 0.28 (95% C.L.)

When combined with the result previously obtained in thédemlus jets channel, the result becomes:

f =0.04 4+ 0.11(stat.)+ 0.06(syst.)

with Bayesian limits of:

0.00 < f* < 0.14 (68% C.L.)
0.00 < f* < 0.22 (90% C.L.)
0.00 < f* < 0.25 (95% C.L.)

This measurement is in agreement with the standard modeicpion of f/* = 0.0, and its precision is
equal to that of the best previous measurement. Nonethehese data will be required to rule out models
with aV" + A component in thelV b vertex.
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