Status of Grid-enabled UTA
M cFarm software

Tomasz Wlodek
University of the Great State of TX
At Arlington




Asareminder ...

In UTA we operatetwo Linux farms HEP and
CSE for M C production

We use M cFarm a home-grown batch
processing system for DO M C production

We are currently switching from Linux 6.* to
Linux 7.*

In parallel weusethe CSE farmstotest the
scriptsfor McFarm software installation



A couple of experimental groupsin DO
have expressed interest in our softwar e and
plan to install it on thar farms

e LTU, Boston, Tata, Dubna, Brazl,
Manchester, Oklahoma, LTU

e Of theese Tata, Oklahoma and LTU will
become first onesto install McView

* \We hope that others will follow.

We start to distribute M cFar m software.



How arewe going to distribute
the M cFarm softwar e?

WWW page

Y ou will find there a collection of notes and
scriptsfor installation of farm server, file
server, worker nodes, gather serversetc.

Also you will find there additional infor mation:
how to install Linux, Globus, Sam, etc.

Softwareis available for download, but read
documentation fir st!



Useful siteswith UT A softwar e
documentation:

: how to install
DO softwar e

All
UTA related computing documents

McFarm

How to install McFarm



Future of |ob submission and bookkeeping

Only one machine takes care
of the job submission
and monitoring for all farms!

WWW Server
(production
status)

anywherein the world!




Theplan

iy

Submitter Book keeper McView
(Globus,Grid-ftp, (Condor -G) (MDS)
Condor-GY)

- -




Status of the components:

 Bookkeeper exists, can be seen
http://heppcl.uta.edu/atlas/grid-
status/mcfar m/mcp10.15.01/runs.ntml

 Thejob submission scriptsexist, Anand our
student convertsthem to DAGMAN

« McView, theinformation provider (formerly
known as ClA) has been released. It can be
seen on page http://heppcl.uta.edu/atlas/grid-
status/mcfarm/mcview.html



Status ofMcView

e |tisinspired by GridView, a softwaretool by
Kaushik Defrom UTA developed for Atlas
Grid test bed (

)

e But McView takesthe concept of Grid
monitoring one step furhter: It reads not only
Information that isin MDS by deafult, but fills
MDS with job status information as well.

e Thismeans. We have added new infor mation
providersfor MDS.



Status of McView — continued.

 For thetimebeing McView showsthe number
of undistributed jobs, errored jobs, running
jobsand jobsready to gather at each farm. It
shows status of individual jobs as well

« McView checksif therelevant daemons
(monitor, gather, sam station) are alive at the
farms

o |t detectsstalled and inconsistent jobs and wars
the operator.



Conclusion

Wewould liketo build a centrally operated,
Globusbased distributed system for MC
oroduction

t slowly startsto take shape.

t will bethefirst practical large scale
Implementation of Globus toolkit technology
for HEP computing!

It will bea poor man’s Grid prototype, but
neverthelessafirst Grid-like computing
network and afirst step towardsareal Grid!




