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Current Status: V4_1_0_9 (bug fixes)

nn 1) 1) ----impatientimpatient--end bug fixed.end bug fixed.
nn 2) 2) ----maxmax--prefetchedprefetched--files improved. Now it is supposed to limit SECOND and files improved. Now it is supposed to limit SECOND and 

all subsequent tape mounts after project has started but it stilall subsequent tape mounts after project has started but it still allows all files l allows all files 
on the FIRST(initial) tape to appear on the disc. Some of them won the FIRST(initial) tape to appear on the disc. Some of them will be locked ill be locked 
some will not. Reason: As Per discussion with Igor. He reminded some will not. Reason: As Per discussion with Igor. He reminded that project that project 
usually contains files that are not on single tape. Weusually contains files that are not on single tape. We sucrificesucrifice disk usage to disk usage to 
minimize tape mounts even if it violatesminimize tape mounts even if it violates maxPrefetchedFilesmaxPrefetchedFiles policy.policy.
maxPrefetchedFilesmaxPrefetchedFiles regulates how many files are preregulates how many files are pre--staged WHEN project staged WHEN project 
finds out that no files are cached during its progress.finds out that no files are cached during its progress.

nn 3) Dead project bug fix. Station now stops delivering files to a3) Dead project bug fix. Station now stops delivering files to a dead project.dead project.
nn 4) Clearing of cached files on nodes not participating in delive4) Clearing of cached files on nodes not participating in delivery.ry.
nn 5) 25) 2--line job submission bug inline job submission bug in pbspbs adapter.adapter.
nn 6) Fixed problem with arithmetic progression of in 6) Fixed problem with arithmetic progression of in trastationtrastation requests that is requests that is 

related to related to ----excessexcess--satisfaction (for N=10, station would invoke 10 file satisfaction (for N=10, station would invoke 10 file 
transfers, then 9, 8, etc.).transfers, then 9, 8, etc.).

nn 7) Fixed problem with erasing files on non7) Fixed problem with erasing files on non--local disks when looking for new local disks when looking for new 
space.space.



5/22/02 Lee Lueking - Dzero 3

Current Status: V4_1_0_9 (bug fixes)

nn 8) Fixed bug causing core dumps when file arrives at the node wi8) Fixed bug causing core dumps when file arrives at the node with no th no 
consumers.consumers.

nn 9) Fixed bug when last file gets delivered to the file server ca9) Fixed bug when last file gets delivered to the file server cache, but che, but 
intrastationintrastation transfer is never scheduled.transfer is never scheduled.

nn 10) Fixed bug when file gets delivered to the worker node, but p10) Fixed bug when file gets delivered to the worker node, but project is never roject is never 
notified.notified.

nn 11) Fixed11) Fixed poblempoblem with project in a distributed environment never getting endwith project in a distributed environment never getting end--
ofof--file message if there are undeliverable files.file message if there are undeliverable files.

nn 12) Fixed 12) Fixed ----filefile--cut bug. Undelivered files are counted against it.cut bug. Undelivered files are counted against it.

nn 13) Fixed bug which crashed station after project crashed.13) Fixed bug which crashed station after project crashed.

nn 14) Fixed project stalling bug with file delivery errors.14) Fixed project stalling bug with file delivery errors.
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Current Status: V4_1_0_9 (New features)

nn 1) Introduced start/stop, and the ability for station to act as 1) Introduced start/stop, and the ability for station to act as its own client for its own client for 
stopping purposes.stopping purposes.

nn 2) Introduced 2) Introduced ----retryretry--attempts for failed file transfers.attempts for failed file transfers.

nn 3) Start/stop for3) Start/stop for fssfss..

nn 4) Introduced 4) Introduced ----route flag that sets additional delivery rules for theroute flag that sets additional delivery rules for the

nn file delivery (not intrafile delivery (not intra--station transfers). Syntax is                                   station transfers). Syntax is                                   
----route=<route=<regexpregexp>>\\<node1>[,node2]...<node1>[,node2]...

nn 5) Station can get relationship between projects and jobs that a5) Station can get relationship between projects and jobs that are running in the re running in the 
batch system.batch system.
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Current Status: V4_1_0_9 (Outstanding 
Issues)

nn 1) Problem with small projects overlapping with big ones started1) Problem with small projects overlapping with big ones started first.The first.The 
small one won't make any progress until the files are delivered small one won't make any progress until the files are delivered for the big one.for the big one.

nn 2) 2) ----route does not work with route does not work with ----constrainconstrain--delivery.delivery.

nn 3) Unlocked files change group ownership upon station restart. T3) Unlocked files change group ownership upon station restart. This has been his has been 
fixed temporarily byfixed temporarily by hardcoding dzerohardcoding dzero group as the default for orphans.group as the default for orphans.

nn 4) end of stream does not work if there is a file delivery error4) end of stream does not work if there is a file delivery error after consumer after consumer 
has been establishedhas been established

nn 5) station should not retrieve locations for all files when a pr5) station should not retrieve locations for all files when a project starts, but do oject starts, but do 
it on a needit on a need--toto--know basis1) Introduced start/stop, and the ability for station know basis1) Introduced start/stop, and the ability for station to to 
act as its own client for stopping purposes.act as its own client for stopping purposes.
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Current Status: V4_1_0_9 (Outstanding 
Minor Issues)

nn 1) Possible problem with caching algorithm (not enough space for1) Possible problem with caching algorithm (not enough space for new new 
files/files/encp'sencp's running out of space). (previous release)running out of space). (previous release)

nn 2) Another possible problem with caching/2) Another possible problem with caching/uncachinguncaching algorithm (notalgorithm (not uncachinguncaching
the leastthe least--recentlyrecently--used files). (previous release)used files). (previous release)

nn 3) Multi3) Multi--submission of jobs for distributedsubmission of jobs for distributed samsam project. Code needs to Be project. Code needs to Be 
thoroughly tested. (previous release)thoroughly tested. (previous release)

nn 4) 4) ----impatiendimpatiend--end improvement for the "Chris scenario".end improvement for the "Chris scenario".

nn 5) The group disk allocation in the distributed environment need5) The group disk allocation in the distributed environment needs to be s to be 
designed/discussed, as well as oversubscribing of the available designed/discussed, as well as oversubscribing of the available disk space in a disk space in a 
single node environment.single node environment.

nn 6) Station tries to deliver a file to a node that is down (farm 6) Station tries to deliver a file to a node that is down (farm environment).environment).
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Current Status: V4_1_0_9 (Outstanding 
Minor Issues)

nn 7) Problem with file transfers in error. Those can create situat7) Problem with file transfers in error. Those can create situations in which ions in which 
project is not getting good files while bad files are retried maproject is not getting good files while bad files are retried many times. File ny times. File 
transfers in error should not be retried immediately, but insteatransfers in error should not be retried immediately, but instead a new file d a new file 
transfer request should be created, put back into the queue, andtransfer request should be created, put back into the queue, and optimizer optimizer 
should be asked for a new authorization (with reduced number of should be asked for a new authorization (with reduced number of retrials for retrials for 
that location). In the short term, the number of retrials will bthat location). In the short term, the number of retrials will be made e made 
configurable.configurable.

nn 8)8) IntrastationIntrastation transfers get behindtransfers get behind encp'sencp's in the queue, causing slow file in the queue, causing slow file 
delivery.delivery.

nn 9) get_9) get_enpcenpc_priority._priority.pypy script needs to be dealt with...script needs to be dealt with...

nn 10) Inner workings of LRU need to be looked into.10) Inner workings of LRU need to be looked into.

nn 11)11) endProcessendProcess needs to be implemented in the project master.needs to be implemented in the project master.

nn 12) Station dump output needs to be fixed.12) Station dump output needs to be fixed.
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SAM  Tasklist Highlites

nn CRC transfer and verificationCRC transfer and verification
nn Sam_batch wrapperSam_batch wrapper
nn Site optimizerSite optimizer
nn Farm CP for intraFarm CP for intra--station transfersstation transfers
nn Reengineer cache management.Reengineer cache management.
nn File xFile x--fer fer monitormonitor
nn Sam admin and bootstrap changes (and general distribution plan)Sam admin and bootstrap changes (and general distribution plan)
nn Requirements for Lyon interfacesRequirements for Lyon interfaces
nn Nodes on VPN issueNodes on VPN issue
nn Decentralize name serviceDecentralize name service
nn D0mino backend and clued0 (almost done)D0mino backend and clued0 (almost done)
nn Crummy file statusCrummy file status
nn Big ones like site autonomy, global data replica work,  consolidBig ones like site autonomy, global data replica work,  consolidation of ation of 

station servers. station servers. 
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TNG DB Server Project
nn True multiTrue multi--threading supports multiple simultaneous clients. Number threading supports multiple simultaneous clients. Number 

of active logins to database is configurable (database pool), drof active logins to database is configurable (database pool), drops idle ops idle 
connections. connections. 

nn Memory (L1)  and persistent (L2) server side object caching.Memory (L1)  and persistent (L2) server side object caching.

nn Additional monitoring. Dynamic configuration.Additional monitoring. Dynamic configuration.

nn Simplification of D0om interface, pass data only (no CORBA objecSimplification of D0om interface, pass data only (no CORBA objects). ts). 
Provide user identification and tracking.Provide user identification and tracking.

nn More object oriented. More easily maintainable. More object oriented. More easily maintainable. 

nn Proxy feature will allow servers to be connected together to proProxy feature will allow servers to be connected together to provide vide 
maximum reliability and scalability of the overall system.maximum reliability and scalability of the overall system.

nn Jim Jim KowalkowskiKowalkowski, and Steve White have done full evaluation and , and Steve White have done full evaluation and 
design. Now working on implementation. Expect to have first workdesign. Now working on implementation. Expect to have first working ing 
version May 31 (no L2 cache  or Proxy).  All features in July.version May 31 (no L2 cache  or Proxy).  All features in July.


