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A reminder:

e TheUTA group Linux MC farmsuse
M cFarm - a custom made batch system,

designed specially for DO Monte Carlo
generation

e McFarm isvery convenient in use

« Wearewilling to shareit with anyone
who wantsto contributetothe MC
production effort.




Several groupsin DO have expr essed
Interest in our software and plan to install
It on thelr farms

e LTU e Brazil

e Boston e Oklahoma

 JNR Dubna e Manchester
 Tata India

We will release export version of M cFar m soon.

We will provideinstallation assistance to groups
willing to useit.

Currently we arelooking for 2 groupswho want bethe
first onesto install it.



Problem:

It Iseasy torun M C production on a dedicated
farm

It Isharder, but possible, to manage 2 farms
(wecan doit at UTA with our farms)

It Is hard to manage production on N farms
when N>2 and the farms are spread all over the
world.

We need a Grid-based remote M C production
control



How do we imagine a Grid controlled MC
production?

User needs only one machine
to submit and monitor jobs
for all farms!

WWW Server
(production
status)
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anywherein theworld!




What do we need to be able to run
McFarm at a dozen of farms?

Threetools are needed:

Theability to submit (and if necessary — delete)
jobsto remote farm (the submitter)

The ability to monitor the production progress
and publish theresults so that users can easily
access them (T he bookkeeper)

Theability of obtain fast information about
number of jobswaiting, running,errored,done
on a given farm and the number of active nodes
on that farm (theintelligence provider, or CIA)

L et medescribethose 3 tools one after another




How doesa M C run look like?

One gener ator (parent) job

spawnsl0-100 DSRA (children)
|obs

We submit generator job first
I It completes successfully we
submit children DSRA |jobs




The submitter

 We have scriptswhich can submit the jobs
(both generator and DSRA) to remote farms
either by using globus-job-run calls, or via
Condor-G

 We can remotely monitor, and if needed — Kkill,
jobs as well

 Anand, oneof our studentsiscurrently
wor king on interfacing the submitter to DAG-
Man, so that instead of submitting hundreds of
Individual jobswe can submit entireruns at
once.



The bookkeeper:

* A globus/Condor-G bookkeeper already existsand is
used by UTA

e |t sendsstatusinquiry to remote farms, receives
response about the status of jobs, compilesit and
publishes results on www.

e You can seeit on
http://www-hep.uta.edu/~mcfar m/mcfarm/main.htmi

e DO-Grid team has suggested interfacing Bookkeeper to
MDS, a Grid status gathering tool

e | have already written code which exports production
jobs statusfrom McFarm to MDS

« An MDS based bookkeeper will be released next week.



Future of the bookkeeper:

e | would liketowritean MDS standard for
storing information about jobsin progress. | f
thisstandard iswidely accepted then our
bookkeeper could monitor production in other
centers, not only those using M cFarm

* | would liketo interface Bookkeeper to

MySQL, to storeinformation about MC runs
In a database.



Status of CIA

Theideawasto use MDSfor intelligence
gathering

|’'vewritten M DS function which allowsusto
receive information about number of errored
jobson afarm from MDS

we need to add few more variables. number of
nodes on farm, number of jobswaiting,
running, size of empty scratch area on disks

Onceready it will publish status of farmson
WWW in atable:



ClA-Status of farms

Farm |Njobswait |Njobs [N proc | ...
run

UTA |[243 42 42

Boston | 124 32 23

A WWW pagefor CIA will bereleased before end of thisweek

(Btw, If you have a better namethan CIA, let me know)



OK - What next?

* |magine that we have the submitter, bookkeeper
and CIA up and running. They allow usto run
remotely jobs at selected farms. What do we do
now~?

e On top of the three components we will build
another layer. GEM (Grid Enabled McFarm).

 GEM will take request from operator. It will
Inquire CIA which farm is best to run. Then it will
let submitter to send run to this farm via Condor-
G/Dagman. Then bookkeeper will take care for
rest - publishing the result and list of MC filesfor
Interested users.



Thelongterm plan
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Remote farms at participating institutes



