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Samgrid OSG Forwarding Nodes Specification & Setup
Introduction

This document describes specification and setup required to install Samgrid on the OSG forwarding nodes. Future installation procedure will assume default Samgrid layout of disks which every OSG forwarding node should follow. Most of the specifications also apply to the native Samgrid head nodes.
Machine name

Production: samgfwd01.fnal.gov, samgfwd02.fnal.gov and so on.

Integration: samgintfwd01.fnal.gov, samgintfwd02.fnal.gov and so on.

Hardware Specifications
Memory: 4GB

Swap: 4GB

CPU: Same as existing forwarding nodes. 4CPUS

Network: Same as existing forwarding nodes. Gigabit connection.
Firewalls

The forwarding node should not be behind the firewall. The forwarding node will be contacted by jobs running on the remote clusters in OSG and should allow incoming connections. 
User Accounts

Username: sam; 
Login Shell: bash; 
Groups: d0, ods (atleast these two groups)
Username: samgrid; 
Login Shell: bash; 
Groups: d0, ods (atleast these two groups)
Disk layout and Partitions

Samgrid products will be installed on a partition different than one chosen for storing logs files. 
SAMGRID=/samgrid acts as the root level mount point.

Product installation
It is recommended to have at least 20GB of disk size for product installations.
Disk Requirements Calculations

Based on the calculations shown below, we need 300GB of disk space for jim sandboxes for both reprocessing and MC jobs. Based on the observation on the existing forwarding nodes, other logs require 200GB of disk space. Database files for xmldb server should be stored on a different partition to avoid the database file corruption problems.
Jim Sandbox calculations
The calculations do not consider the core files in case of job crashes. We assume that users check the jobs periodically without letting production jobs crash for over few days. Also such increase in the disk consumption could be visible in the NGOP monitoring (Different proposal). The calculations below are done taking a pessimistic approach to mitigate the problem from intermittent core files.
1. jim_sandbox (For MC production):

The calculations are based on the requirements provided by Joel Snow for MC weekly production on OSG

Calculations for number of grid jobs on forwarding node -

· Active requests = 32 

· Number of merge jobs = 16

· Average request size = 150Kevents  = 600 batch jobs.

· Total number of samgrid jobs = 32+16 = 48 jobs

Calculations for disk requirements - 

· Targeted weekly production = 5000000 events

· Targeted weekly jobs = 5000000 /250 = 20000 jobs

· Targeted daily jobs = 20000/7 = 2857

· Daily jobs after 50 % failure rate =  4286 = approx 5000 jobs/day

· Consider custom output per jobs = 1.5 MB 

· Disk used by jim sandbox per day = 1.5 MB * 5000 = 7.5GB

· Disk used by jim sandbox per month = 7.5GB * 31 = 232 GB = approx 300 GB

2. jim_sandbox (For Reprocessing):
The calculations are based on the information and calculations provided by Mike Diesburg for reconstruction jobs on CAB server through OSG
Calculations for number of grid jobs on forwarding node -

· Available batch slots = 800

· Average batch jobs per grid job = 60
· Number of running samgrid jobs doing new dataset = 14

· Number of idle samgrid jobs doing new dataset = 28

· Assuming 33% recovery jobs = 5 jobs

· Processing time per batch job = 8 hours

· Production in 1 day = approx 42 datasets

· Number of merging jobs per day = 42 jobs

· Merging jobs could take up to 3 days resulting in 3 times merging jobs at a given time = 126

· Samgrid jobs per day = 14 + 28 + 126 + 5 = 173
Calculations for disk requirements - 

· Number of batch slots running at a given time = 800

· Number of batch jobs running in one day = 2400

· Number of jobs that are idle at any time = 2 * 800 = 1600

· Total batch jobs in one day = 2400 + 1600 = 4000 = approx 5000 jobs/day

· Consider custom output per jobs = 1.5 MB 

· Disk used by jim sandbox per day = 1.5 MB * 5000 = 7.5GB

· Disk used by jim sandbox per month = 7.5GB * 31 = 232 GB = approx 300 GB

Other Log files:

Approx estimate is 200GB per month. This includes logs from products other than jim_sandbox area, Globus GASS CACHE area, CondorG logs/spools and SAM logs. These logs do not grow at high rate.
Xmldb_server:
Observed consumption on one of the forwarding nodes = approx 1GB/month

Estimated consumption for a period of 5 years = 60BG = approx 100GB
Home area of user samgrid:
Globus on the forwarding node writes gram job manager logs for every Samgrid job that is running. Consumption of disk space of the samgrid home is influenced by lifetime of the job. Long running grid jobs consume more disk space than short running jobs. This file is cleaned up by Globus in most cases. However the clean up could be unreliable at times feeling up disk space in ~samgrid. This disk space should not be NFS mounted.
We estimate the disk requirement for 150 jobs per forwarding node. In practice we limit the maximum number of Samgrid jobs on forwarding nodes to 100-120 to keep the memory usage and load in acceptable limits.
Maximum number of grid jobs running on a forwarding node = 150

GRAM job manager log files size = approx 120 MB 
Minimum disk space for ~samgrid = 150*120 MB = 18 GB = approx 25 GB
Note that this is pessimistic approach. In reality, most of the job manager files are <= 100 MB and old files not cleaned by Globus will be cleaned periodically via operational tools. Overestimation gives some slack when Globus does not clean up the files properly.

Disk partition and layout based on above calculations:

	Access Variable
	Directory
	oWNER
(Permissions)

	

	Mount Point:/samgrid/products Size: 20GB+

	SAMGRID_PRODUCTS
	/samgrid/products
	sam (755)

	SAMGRID_UPS
	$SAMGRID_PRODUCTS/ups
	

	SAMGRID_OSG_CLIENT
	$SAMGRID_PRODUCTS/osg_client/condor
	

	CONDOR_CONFIG
	$SAMGRID_OSG_CLIENT/condor_config
	

	

	Mount Point:/samgrid/logs Size: 500GB+

	SAMGRID_LOGS
	/samgrid/logs
	sam (755)

	
	
	

	SAMGRID_SAMLOGS
	$SAMGRID_LOGS/samlogs
	

	
	
	

	SAMGRID_JIMLOGS
	$SAMGRID_LOGS/jimlogs
	

	SAMGRID_JIM_ADVERTISE_LOGS
	$SAMGRID_JIMLOGS/jim_advertise
	

	SAMGRID_SERVER_RUN_LOGS
	$SAMGRID_JIMLOGS/server_run
	

	SAMGRID_JIM_SANDBOX
	$SAMGRID_JIMLOGS/jim_sandbox
	sam (1777)

	SAMGRID_JIM_TMP
	$SAMGRID_JIMLOGS/jim_tmp
	sam (1777)

	
	
	

	SAMGRID_OSGLOGS
	$SAMGRID_LOGS/osglogs
	

	SAMGRID_OSGCLIENT_LOGS
	$SAMGRID_OSGLOGS/condor/log
	

	SAMGRID_OSGCLIENT_SPOOL
	$SAMGRID_OSGLOGS/condor/spool
	

	SAMGRID_GLOBUS_GASS_CACHE
	$SAMGRID_OSGLOGS/globus/gass_cache
	

	

	Mount Point:/samgrid/logs/jimlogs/xmldb_server Size: 100GB+

	SAMGRID_XMLDB_SERVER_LOGS
	$SAMGRID_JIMLOGS/xmldb_server
	sam (755)

	

	Partition: /home/samgrid (~samgrid) Size: 25GB+
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