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Samgrid Queuing Node Specification & Setup
Introduction

This document describes specification and setup required to install Samgrid on the queuing node. Future installation procedure will assume default Samgrid layout of disks. 
Machine name

This document describes the specification and setup for a queuing node as well as central brokering node. The machine name for the brokering node should be “samgrid.fnal.gov” Choosing a different name will require installations made at various samgrid sites to reconfigure this information. Future queuing nodes could be name “samgrid1.fnal.gov”, “samgrid2.fnal.gov” and so on.
Hardware Specifications

Follow specifications are based on the configuration of existing queuing node.
Memory: 4GB

Swap: 8GB

CPU: Quad CPUS with at least Intel(R) Xeon(TM) CPU 3.20GHz
Network: Gigabit connection.
Firewalls

The queuing node should not be behind the firewall. The queuing node will be contacted by jobs running on the remote clusters and should allow incoming connections. 
User Accounts

Username: sam; Login Shell: bash
Disk layout and Partitions

Samgrid products will be installed on a partition different than the ones chosen for storing log and spool files. 
SAMGRID=/samgrid acts as the root level mount point.

Product installation
It is recommended to have at least 20GB of disk size for product installations.
Disk Requirements Calculations

Based on the calculations shown below, we need 1.6TB of disk space for spool area.
Spool area calculations
The calculations do not consider the core files in case of job crashes. Such increase in the disk consumption could be visible in the NGOP monitoring (Different proposal). The calculations below are done taking a pessimistic approach to mitigate the problem from intermittent core files.
1. Spool usage for jim_broker_client (For MC production):
The calculations are based on the requirements provided by Joel Snow for MC weekly production through Samgrid
· Average request size = 150Kevents = 600 batch jobs.

Calculations for disk requirements - 

· Targeted production = 16000000 events/week
· Targeted jobs = 16000000 /250 = 64000 jobs/week
· Targeted local jobs = 64000/7 = 9143/day
· Jobs after 30 % failure rate =  11886 = approx 12000 jobs/day

· Average samgrid jobs = 12000/600 = 20 gridjobs/day
· Observed spool usage per grid job (~ 600 batch job) = 600 MB 

· Estimated spool usage = 600 MB * 20 = 12 GB/day
· Monthly estimated spool usage = 12GB * 30 = 360 GB/month
· Spool usage over 2 months = 360GB * 2 =  720 GB

The calculations assume that the spool area for MC jobs will hold data for jobs that are less than two months old.
2. Spool usage for jim_broker_client (For Reprocessing):
The calculations are based on the information provided by Mike Diesburg for reconstruction jobs in past 6 months. Mike observed disk usage of ~800 GB of disk usage for reprocessing jobs over a period of 6 months. We consider 800GB for our calculations.
3. Total Spool usage for jim_broker_client:
Observed spool disk usage over a period of 9 months (January 01, 2007 – September 30, 2007) is 1.4 TB. Total disk usage estimated from above calculations is approximately 1.6 TB. Note that the calculations are taking pessimistic approach. Also, the calculations assume that spool area will store job files for up to 6 months for reprocessing jobs and log files for up to 2 months for the MC jobs.
Other Log files:

Approximately 200GB is sufficient to hold other log files. This includes logs from products like jim_broker_client, jim_broker
, jim_stats, tomcat, etc. Most of the condor related log files are recycled so disk usage grows at a very low rate.
Disk partition and layout based on above calculations:

	Access Variable
	Directory
	oWNER
(Perm)

	

	Mount Point:/samgrid/products Size: 20GB+

	SAMGRID_PRODUCTS
	/samgrid/products
	sam (755)

	SAMGRID_UPS
	$SAMGRID_PRODUCTS/ups
	

	SAMGRID_APACHE

	$SAMGRID_PRODUCTS/apache
	

	

	Mount Point:/samgrid/logs Size: 200GB+

	SAMGRID_LOGS
	/samgrid/logs
	sam (755)

	
	
	

	SAMGRID_SAMLOGS
	$SAMGRID_LOGS/samlogs
	

	
	
	

	SAMGRID_JIMLOGS
	$SAMGRID_LOGS/jimlogs
	

	SAMGRID_JIM_BROKER_LOGS

	$SAMGRID_JIMLOGS/jim_broker
	

	SAMGRID_SERVER_RUN_LOGS
	$SAMGRID_JIMLOGS/server_run
	

	SAMGRID_JIM_BROKER_CLIENT_LOGS
	$SAMGRID_JIMLOGS/jim_broker_client
	sam (755)

	

	Mount Point:/samgrid/logs/jimlogs/jim_broker_client/spool Size: 1.6 TB

	SAMGRID_JIM_BROKER_CLIENT_SPOOL
	$SAMGRID_JIM_BROKER_CLIENT_LOGS/spool
	sam (755)
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