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Tevatron Colllder In Run ||

* Located at Fermilab, 35

miles west of Chicago

/H' * Run Il ongoing since 2001
T E e - Run lla (2001-2006)
\"' SR ~ Run lIb (since 2006)
1 * Colliding protons and
N | antiprotons at vs = 1.96 TeV

* 36x36 proton and antiproton

TR D@ Detector

bunches

* 396ns bunch crossing time

o ¢ Sitill the high energy frontier!



Jlevatron Performance

* Stable running conditions

* Peak instantaneous
luminosities approaching
3x10*cm™s™!

* Weekly integrated

luminosity ~30% of Run |
* Requires a robust trigger
system

ated Luminosity (pb™)

Weekly Integr:




The D@ Detector
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* Silicon and Fiber trackers in 2T
solenoidal magnetic field

* Liquid-Argon/Uranium Calorimeter




Detector Performance

m Monthly Data Taking Efficiency_t #ritze0z - 27 jemary 2007

* D@ running smoothly
with high data taking
efficiency (80-90%)
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ntral Fiber Tracker (CFT)

U RN\ * Provides inputs to Central Track
AN S \Trlgger (CTT)
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6,800 fibers in 8 axial and stereo

nght from scintillating fibers
converted into electrical signals by
Visible Light Photon Counters (VLPC)
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Central Track Trigger (CTT)

VAVAVAVAVANAVAVA

Hardware trigger at level 1 (L1) running at 7.6MHz
(132ns/decision)

Uses hit patterns from CFT axial layers to find
tracks in azimuthal plane with 4 different p_

thresholds: 1.5, 3, 5, 10 GeV

All probable CFT hit patterns consistent with tracks
(track equations) are stored in FPGAs

- Fortriggering purposes the azimuthal plane is

segmented into 80 4.5°wide trigger sectors

Provides additional information on isolation and &
pre-shower match

Provides outputs to multiple downstream trigger
components:

~ L1 Muon
— L1 CalTrack

~ L2 silicon track trigger



EInlF System Overview

CT]
unc

" hardware is located in the collision hall
erneath the detector = need reliable control

dnc

monitoring for remote operations

Consists of >100 custom built processing cards
dlstrlbuted over multiple crates

Communlcatlon path to the D@ control room via

155

3/Gigabit Ethernet

Signal processing chain for CTT track triggering:

Mixer DFEA?2 CTOC CTTT
’ (Remapping)~ (T_rac_k = (Data | e 2 (Decision | 11igger Framework

Analog signals
discriminated

by AFE boards
and sent via LVDS

Finding) Collecting) Maker)



CilHlF Track=Einding Upgrade

* Run lla hardware limited number of
fiber track equations

~ Combining 2 fibers into one doublet
space-point

~ With increasing occupancy, the fake
track rate dominates due to
combinatorics

* For Run llb the solution was to use the
full granularity of the CFT using singlet
fiber hits (=8)

~ Increases number of track equations
from 16k to 50k per sector

Doublets  Singlets
(Runlla)  (Run llb) - Needs larger FPGA with faster

download for track equations



CTT Hardware Upgrade

* Track finding hardware (DFEA2)
~ 4 large Xilinx Virtex || FPGAs

~ Front panel designed to provide complete test
and diagnostic information

~ Custom backplane

~ Processing two trigger sectors per board
| - 8 (4) x 1.5Mbps bus LVDS inputs (outputs)

~ Two 1-Gigabit coaxial copper outputs

Test connector :

: ~ Designed at Boston University
logic analyzer or

- * New crate controller

oscilloscope
Multipurpose e ~ Gigabit optical Ethernet connection
LED display FPGA testing * Improved infrastructure

and programmjing w11,
~ New redundant power distribution

New crate design to improve cable routing
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CTIF Perermance: Trlgger REI(ES

Droublets (run 1la)
® One track
A Two tracks
Singlets {run I}
® One track
A  Two tracks
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* Based on online monitoring of trigger rates

Singlet rates are lower
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CTT Performance Turn On Curves

doublet
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* Comparing CTT tracks with reconstructed tracks

* Sharper turn-ons with singlets




CTT; Performance: Z(uy) Events

* Based on Z(upu) data
sample

Efficiency

il ° Passed through a
MR wgt] simulation of the CTT

24-39 40-55 56-71 h ardware

* Efficiencies to trigger on
single tracks with
p>10GeV
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* Singlets give higher
efficiency

56-71

Sectors
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CTT Software Tools; General GUI

lighthlue c:

L1kduan
L1CalTrk

CPS Stereo

Forward PreShower [ L1CaTrk — L3613

B@ W m-E -

*  Provides a global view of the CTT system

* Allows to reinitialize, reset, and reprogram sub-components or entire system
* Monitors system status via color coded indicators

* Gives the shifter an idea of data flow (upstream/downstream)

* Linked to alarm system
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CT Software Tools: Examine
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| ~~~--:~;°Compresd ta from the' CTT hardware with a trigger simulation that

processesupstream CTT data inputs from the same event (L3 readout of
CFT discriminator status)

Discrepancies between data and simulation indicate possible problems

* Performs additional data integrity checks 18



OCCUpANEY. triggers

At peak luminosities CFT occupancies could reach levels where CTT
track finding is dominated by fake tracks

*  Occupancy triggers might be a tool to cope with high luminosity running
condltlons (peak mstantaneous luminosities >3x10**cm™®s™)

Studymg,/the1mp~lem;e§ntat|on of CTT trigger terms that would allow to

£ =54109

singlets/event

~;[fi“\;%f:;;Firmware 7
= Threshold callbratlon

* Would Ilke to have this new
tool ready soon since

Tevatron is already
approaching 3x10**cm?s™ ! TTTEEREERRRARERRRRRGIOORRR LA Ahh



Summary

Successfully upgraded Central Track Trigger during Run
lIb shutdown

Upgraded CTT came online without problems

The new track-finding hardware exploits the full CFT
granularity
Trigger rates are much reduced

‘rigger turn-ons are sharper

"he track finding efficiency is similar or better
Continuing to improve control and monitoring

Preparing to implement occupancy vetos in anticipation
of increasing peak luminosities
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Expert GUI
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