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Tevatron Status

Peak Luminosity (1/ub/sec) Max: 286.3 Most Recent: 207.8 Integrated Luminosity (1/pb)
300 2,750
2 .
= LS 2,500
250 [l
2,250
[ ]

2,000

[ ]

5 o
: a
o 200 a
-‘3 175 -.': g 1m0
S - ™ o
> L S -F % £ 1,500
w 150 LRl LS E
g 0 L . 3 1250
5 y " i. f 1,000
= * m L
< 1o x I t %:..1 i ¢
[ o
u 75 .ﬂ - = 750
=8 L] =
s pAuttee b -
50 ) wh b o
L]

500 /
250

. -

(5]
[
"l
§
-
*
*
L 2
-
L
-
L
-e
-

- L * & #
D F—— - -~ [ 1 D
Jul-2002 Jan-2003 Jul-2003 Jan-2004 Jul-2004 Jan-2005 Jul-2005 Jan- ZUI}E Jul-2006 Jan-2007 Jul-200 Jul-2002 Jan-2003 Jul-2003 Jan-2004 Jul-2004 Jan-2005 Jul-2005 Jan-2006 Jul-2006 Jan-2007 Jul-200
B Fiscal Year 07 ® Fiscal Year 06 & Fiscal Year 05 + Fiscal Year 04 = Fiscal Year 03 B Fiscal Year 07 ® Fiscal Year 06 & Fiscal Year 05 + Fiscal Year 04 = Fiscal Year 03
Fiscal Year 02 Fiscal Year 02

Integrated luminosity recorded per experiment 2.45 b
Number of events per experiment ~3¢10°
Raw data size per experiment ~600 TBytes
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Computing infrastructure

Hardware configuration is typical setup for a large
experiment:

Central analysis farms, mainly dual processor, dual core linux
nodes operating under Scientific Linux

Central production farms of dual processor linux nodes
Linux disk cache servers

High speed tape robot

Large, central database (Oracle, Sun)

Linux desktops

Gb Ethernet interconnections on central systems, 100Mb to
desktop

Similar, smaller scale, installations at collaborating institutions
including dedicated linux farms (or fraction of farms) worldwide
(Gridka, Lyon, INFN, Manchester...)
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COMPUTING MODEL
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Computing activities

e Raw data reconstruction

e Reconstructed data treatment

- Additional reprocessing
- Skimming (secondary dataset production)
- Saving data in analysis format

e MC production
* Physics analysis

CDF DO
Analysis + reconstruction farms at Fermilab  ~6.5THz = ~8 THz
Remote farms ~25THz ~2.5THz
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TB/month

TB/month

Fermilab Mass Storage System

Total TBytes on tape per month from Enstore 2007-Apr-27 02:46:24
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¥ Data Handling
e DO: SAM ZSer|a| Acess via Metaaatas

- File based. Each file characterized by metadata (including the
parentage files). Simple tools to define dataset (collection of
files) based on the metadata.

- File tracking information (location, delivery, consumption).
Manages multiple copies of the same data units (files).

- Optimized tape reading (file order is optimize accordlng
to the file distribution on tapes + disk cache) ..
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- SAM for the metadata handling - | ‘ |
AN EERERNEEY |

- on-site file delivery mechanism: dCache N
(network-based DCAP protocol, file streaming.... ..~ .
over network optimize for using with root tree)

- for off-site data delivery: SAM data delivery utilities
- dCache-based analysis disk storage model

NTr
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http://d0db-prd.fnal.gov/sam/
http://www.dcache.org/

Raw Data Reconstruction

DO output rate 00 - 150 Hz
D - 6M events/day
CDF output rate 100 - 150 Hz

10-30 MB/sec
<1 TB/day
20 - 30 MB/sec

5-10 M events/day < 2 TB/day

 Done locally on Fermilabs farms.
Currently running efficiently and

stable with 4M/day (DO) and 20M/day

(CDF)

- DO expect to run smoothly with
8M/days or higher after summer

shutdown.

- CDF could run up 30M/day

 Plans are to make farms a part of the

CPU time per event (GHz-sec)
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* One GRID “entry point” per continent (using
Condor glide-ins)
- NAMCAF (North American CAF) for the OSG

- LCGCAF for LCG : providing acces to the
European sites running IGEE middleware

- Asian entry point (PACCAF - 'Pacific CAF') is
ready and being commissioned, the logistics
works, to use the Asian CPU's efficiently need to
improve bandwidth of the WAN to
Taiwan/China/Japan - right now have more CPU's

than the WAN can support

Distributed computing: CDF
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http://cdfcaf.fnal.gov/namcaf
http://www.ts.infn.it/cdf-italia/public/offline/lcgcaf.html

Distributed computing: DO

e SAM + JIM (job submission and monitoring) -> SAMGrid

e SAMGrid is used by DO (~20 sites) for all off-site production,
* Automated access to LCG and OSG.

e http://projects.fnal.gov/samgrid/

SAM GRID INFORMATION MONITORING SYSTEM
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http://projects.fnal.gov/samgrid/

DO/ CDF distributed computing

* DO is doing reprocessing off-site while CDF is doing it on-site
with the plan being to do it this way till the end of run Il

* GRID interfaces: DO is using SamGRID, CDF is using Condor-
based "pull" model (so-called “glide-ins”)

* CDF is using remote CPU facilities for certain classes of
analysis jobs like stripping via grid interface. DO is using
dedicated off-line centers for analysis and just started to
explore analysis on grid.

 Both experiment produce MC mainly outside Fermilab
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MC production

* CDF run-dependent simulation: generate samples that

reflect data taking conditions (beam, detector conditions,
trigger emulation).

DO overlay real “zero bias” events reflecting real luminosity
profile in data.

CDF: Geant3 + calorimeter simulation based on
parameterized calorimeter package GFLASH. ~ 20 GHz-sec
for complicated event (e.qg. top). CDF produced > 10° events
last year.

DO: Geant 3 based simulation. ~240 GHz-sec for the top
events, up to 10M/week. The most time consuming part in
the Geant simulation.
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MC production: DO example
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FExample: DO Reprocessing 2007

 Reprocessing to apply the updated calibration constants for

Runllb and algorithms adapted to the higher luminosity

- ~90% off-site

- Initial plans: 400M events / 4 months off-site — 3M/day

* First large experience on OSG: very challenging to get a full
production system running for many months at high efficiency

on the grid. Numerous problems in the beginning

- No resource selector available

- Monitoring issues

- Finding bugs can be difficult

- Turn around time to fix problems can be long

- Hardware failures

- Remote sites changing configurations

* OSG set-up “trouble shooting team”. See results on the next slides

23 May 2007
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DE> Grid efficiency: DO example

Number of jobs per day
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O5SG CPU ‘Usage

Integrated CPU time consumed per VO
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Example: DO Reprocessing 2007

* OSG Trouble shooting team setup to solve problems. — Much
higher efficiencies seen at OSG sites

e SAM Grid team also solved many causes of inefficiencies

 Successful reprocessing effort: DO able to process up to
8M/day when all sites available and 4M in average per day off-site:

higher rate as originally anticipated
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DES User Analysis

e CDF: Fermilab analysis farm + external resources

- Analysis running on-site and on dedicated and grid resources
- 3 standard ntuples flavors covered 95% of users

e DO: Fermilab analysis farm + external resources

- Analyzes are running on-site and on dedicated resources

- Grid is used for production, started to for analysis. For example,
top mass matrix element analysis requested 300,000 CPU hours
and was able to obtain these amount within one month on grid

- One common ROOT Tree format + B-physics one

Event size RAW Reconstructed Analysis
DO 190 - 260 kB ~145 kB 35-60 kB
CDF 150-200kB  150-220 kB ~ 50 kB
DO CDF
Production time per event ~1 sec/evt ~0.05 sec [ evt

Average time in user analysis 0.1-0.005sec/evt 0.01-0.001 sec/evt
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Common Analysis Format

Does a X experiment needs the common format?

 Disadvantages: usually have more information than
needed individual analysis = larger size of the data sets,
lower processing speed

e BUT: DO had a very painful experience before introducing
the common analysis format because:

- Tools developed by different physics groups are not compatible

- No way to ensure the “certified” object selection (electron,
jets, muon, ...)

- Maintaining different formats are difficult (efforts duplication).
Limited documentation, usually obsolete

- Computing resources used inefficiently: the same dataset
could be translated several times to the different formats

* One format is an ideal, which is difficult to reach. Practically
experiments converged on 2 — 3 formats.
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¥ Common Analysis Format: DO example

e ROOT Tree based format use C++ classes for object description
and cross-references between different objects

* Allow direct skimming of trees (centrally coordinate production)

 Configurable: the branches with non used information could be
dropped out to reduced analysis data set size

e Common analysis format is decoupled from the DO software
and can be used in stand alone mode (suitable for making
analysis at any linux node)

e Contains set of the standard tools

- Standard object selection (several certified qualities per object)

- Standard MC corrections (no, we can't reproduce all effects in
native MC and need to apply ad-hoc corrections)

— Statistics tools (efficiencies calculation)
- Tools for systematics studies
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Conclusion

 3x increasing in integrated luminosity could not be manged
with Fermilab computing resources only. Distributed
computing for most of the tasks is a solution

e Both DO and CDF use actively dedicated and opportunlstlc
off-site resources. fr L

econstructed Data
Raw Data

- Most of the MC production done off-site . |
- Will move raw reconstruction to [ Detavolumes
FermiGrid (part of OSG)

- Expanding all other computing
activities off-site.
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CDF output data streams
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D& CDF NAMCAF

Grid Pool
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———| Globus ‘ _

23 May 2007 Computing: The Tevatron Experience 24



Dg5 CDF: LegCAF

User Desktop
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¥ Lcg site: CNAF

..._Ug 777 Lcg site: Lyon

CNAF server Proxy Cache

In order to run, a CDF MC job needs available to the WN:
* CDF code distribution:

Parrot is used as virtual file system for CDF code

To have good performances with Parrot, a Squid web proxy cache is
also needed.

@ Run Condition DB:

FroNTier is used for DB access (...in NamCAF too)

@ Job monitor (implementation different from CAF, same functionalities)
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SAMGrid

SAMGrid Is a general data handling system designhed
to be performant for experiments with large (petabyte-
sized) datasets and widely distributed production and
analysis facilities. The components now in production
provide a versatile set of services for data transfer,
data storage, and process bookkeeping on distributed
systems. Components now in testing add the
capability of job submission to a Grid, built around
standard Grid middleware from Condor and Globus.
SAMGrid is used by DO and is being tested for use by
CDF and MINOS.

http://projects.fnal.gov/samgrid/
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DES Failure analysis (log file size)
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Open Science Grid (OSG)

The Open Science Grid is a distributed computing
Infrastructure for scientific research.

The OSG Consortium's unique alliance of U.S. universities,
laboratories, scientific collaborations and software developers
brings petascale computing and storage resources into a
uniform shared cyberinfrastructure. Members of the OSG
Consortium contribute effort and resources to the OSG
Infrastructure and reap the benefits of a shared infrastructure
that integrates computing and storage resources from more
than 50 sites in the United States, Asia and South America.

The OSG is supported by the National Science Foundation and
the U.S. Department of Energy's Office of Science.

http://www.opensciencegrid.org
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http://www.opensciencegrid.org/

The mission of the LHC Computing Project
(LCG) iIs to build and maintain a data storage
and analysis infrastructure for the entire
high energy physics community that will use

the LHC.
nttp://lcg.web.cern.ch

LCG
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http://lcg.web.cern.ch/

US CMS Grid

The US CMS Grid is part of the WorldWide LHC
Computing Grid for LHC science analysis. The US CMS
grid environment is part of the Open Science Grid
infrastructure. The national and international grid
infrastructures such as OSG and the LHC Computing
Grid Project provide the basis for the Worldwide CMS
computing system. The USCMS Grid software
infrastructure is a collaboration across CMS, with the
Fermilab Computing Division, with other physics
groups in the US and with computer scientists at
various universities.

http://www.uscms.org/SoftwareComputing/Grid
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http://www.uscms.org/SoftwareComputing/Grid

FermiGrid

In order to better serve the entire program of Fermilab, the Computing
Division has undertaken the strategy of placing all of its production
resources in a Grid "meta-facility" infrastructure called FermiGrid. This
strategy is designed to allow Fermilab:

to insure that the large experiments ... to have first priority usage of
those resources that are purchased on their behalf. To allow
opportunistic use of these dedicated resources, as well as other shared
Farm and Analysis resources, by various Virtual Organizations (VQO's) ...

to optimise use of resources at Fermilab. To make a coherent way of
putting Fermilab on the Open Science Grid. To save some effort and
resources by implementing certain shared services and approaches. To
work together more coherently to move all of our applications and
services to run on the Grid.

to better handle a transition from Run Il to LHC in a time of shrinking
budgets and possibly shrinking resources for Run Il worldwide. To fully
support Open Science Grid and the LHC Computing Grid and gain
positive benefit from this emerging infrastructure in the US and Europe.

http://fermigrid.fnal.gov
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Disk Cache (dCache)

The goal of this project is to provide a
system for storing and retrieving huge
amounts of data, distributed among a large
number of heterogenous server nodes,
under a single virtual filesystem tree with a
variety of standard access methods.

http://www.dcache.org
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Condor

* The goal of the Condor® Project is to
develop, implement, deploy, and evaluate
mechanisms and policies that support High
Throughput Computing (HTC) on large
collections of distributively owned
computing resources.

e http://www.cs.wisc.edu/condor
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