A study of B? — J/¢ ¢ in the DO experiment
and an example of HEP technology transfer

Daniela Ursula Bauer

Imperial College of Science, Technology and Medicine

A thesis submitted for the degree of
Doctor of Philosophy
of The University of London
and the Diploma of Imperial College.
August, 2002



A study of B? — J/¢ ¢ in the DO experiment and an
example of HEP technology transfer

Daniela Ursula Bauer

Imperial College of Science, Technology and Medicine

August, 2002

ABSTRACT

After years of preparation, data taking with the upgraded D@ detector at the Tevatron proton-
antiproton collider has begun. The large amount of data produced in a pp-collider requires sophis-
ticated triggers to filter out the interesting events. Described in this thesis is the development of

trigger software for the newly implemented Silicon Microstrip Tracker.

D@ is a multi-purpose detector with a broad physics programme. One area being studied at
D@ is B mesons. An algorithm for reconstructing the BY and BY mesons and for measuring their
lifetimes has been developed and is described in this thesis. The results suggest that an improve-
ment of the current lifetime measurements can be achieved within the next two years.

The reconstruction of a J/¢ meson forms the basis for a wide range of b-physics. Data taken with
the muon system during the commissioning period of the detector has been analysed and a signal

for the J/1 meson has been found.

Systematic transfer of HEP technologies into other areas and their commercial exploitation will
play an important role in the future of particle physics. An area of particular interest is DNA
sequencing as shown by the recent completion of the sequencing of the human genome. The final
part of this thesis details the development of a simulation for a high throughput sequencing device

which is currently being developed at Imperial College.
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Chapter 1

Introduction

In this thesis I describe my contribution to the DO experiment at Fermilab in prepa-
ration for Run II. This work is divided into two parts: Work for the Level 3 trigger
and Monte Carlo studies of B-mesons. The last part of the thesis concerns a com-
pletely different project: The development of a DNA sequencing chip as an example

of HEP technology transfer.

1.1 The Standard Model

The Standard Model of particle physics used to describe three of the four funda-
mental forces of nature has proven to be a hugely successful theory. Even precision
measurements have so far found no deviations from its predictions, with the excep-
tion of the neutrino masses. But when indications of massive neutrinos were found
[1] they could be easily incorporated into the existing model.

A number of problems remain though: The Standard Model makes no provision for
including gravity and it requires a large number of free parameters: three gauge
couplings, nine Fermion masses (twelve when incorporating massive neutrinos), four
quark mixing parameters and two parameters describing the Higgs potential. Not

all parameters of the Standard Model have been measured to the same precision
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and we have yet to discover the Higgs.

I have concentrated on a particular aspect of the Standard Model: Measuring the
decay B? — J/v ¢ and the related decay of B} — J/1 K*°. Both decays have been
measured before by other experiments, but never by D). Reproducing the results
will provide a test for the upgraded D@ detector and its newly developed software.
Once this has been achieved the goal will be to improve the earlier measurements
and check for inconsistencies with the Standard Model.

In chapter 2 the different aspects concerning the theory of B-mesons are presented.
This is followed by a description of the experimental apparatus including an overview
of the different trigger stages for the DO detector. Chapter 5 contains the results of
my Monte Carlo studies. It concludes with first results from real data taken during

the commissioning period of the detector.

1.2 Triggering and reconstruction software

Before an attempt to reconstruct particles in a detector can be made the raw data
have to be transformed into more concrete objects: clusters, tracks or jets are typical
examples.

As most of the collisions between the proton and anti-proton bunches result in events
with no or little useful information (usually referred to as minimum bias events) the
detector relies on triggers to filter out the interesting events. These events comprise
less than 1% of all events occurring in the detector. Whether the triggers are hard-
ware or software based, they have to be fast and reliable, as any data lost at trigger
stage are not recoverable.

Chapter 4 describes my work for the Level 3 trigger. The Level 3 unpacking tool
for the Silicon-Microstrip-Tracker delivers a set of two dimensional clusters, which
are not always suitable for higher-level triggers. I developed the tool to combine
these clusters into three-dimensional clusters that provide z, ¥y, z coordinates. Then

I analysed its performance and that of the unpacking tool using Monte Carlo data.
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When the first data from a test-stand became available, I analysed these data by de-

veloping a cosmic track finder, which confirmed that the tools were working properly.

1.3 Technology transfer

High Energy Physics (HEP) is expensive. The accelerators and detectors used have
been getting bigger and more sophisticated over time. Over the years research in
particle physics has spilled over into other disciplines with the creation of the World
Wide Web at CERN as one of the most famous examples. Yet few attempts have
been made to systematically exploit the achievements of HEP.

The HEP group at Imperial College has actively and successfully encouraged tech-
nology transfer over a period of years. Omne of these projects, a biotechnology
development, is presented here. Chapter 6 starts with an introduction to the
pDiaGene project, which aims to develop a fast and poison free DNA sequencing
chip. When I joined the project preliminary measurements had been made. Based
on these measurements and theoretical considerations I developed a simulation used
to research different possible configurations and to provide Monte Carlo data for the

development of the analysis software.
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Chapter 2

B-mesons: CP-violation, mixing

and lifetimes

The aim of this chapter is to provide a brief overview of the theoretical aspects of
the main b-physics topics at DO. A summary of the experimental studies conducted
so far can be found in section 7.1.

This chapter starts with a brief introduction to the concept of symmetries in the
Standard Model. Then the formalism of the CKM matrix is presented and a
description of mixing in the neutral B-meson systems is given. This is followed
by a discussion of the different types of C'P-violation within the Standard Model.
B-mesons at the Tevatron are produced with a large boost. This makes D) an ideal
environment for studying their lifetimes. The relevant theory is presented in section
2.6. The following two sections give the details of the decays studied in this thesis.
The chapter concludes with a brief discourse on b-quark production, as the bb cross-

section is later used to calculate the expected event rates in the signal channels.

2.1 Symmetries in the Standard Model

The Standard Model describes the strong, weak and electromagnetic interactions in

terms of renormalizable gauge theories [2]. Gauge theories are based on invariance
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under a set of local (i.e. space-time dependent) transformations. In order for a
gauge theory to be physically meaningful it has to be renormalizable. This means it
must be possible to absorb the divergences that appear as higher-order corrections
into the redefinition of the theory’s free parameters.

Symmetries, whether conserved or broken, play a major role in all quantum field
theories. The Standard Model uses a SU(3) x SU(2) x U(1) gauge symmetry to
describe the strong (SU(3)) and electroweak (SU(2) x (U(1)) interactions. The
spontaneous symmetry breaking of SU(2) x U(1) (Higgs mechanism) generates the
particle masses while preserving the renormalizability of the theory.

While gauge invariance and renormalizability already severely restrict the form of
the Standard Model Lagrangian, there are three further symmetries to be taken into

account:

Parity

Parity symmetry P consists of the invariance of physics under a discrete transfor-
mation which changes the sign of the space coordinates z,y,z. A right-handed coor-
dinate system becomes left-handed under this transformation. Parity is conserved
in strong and electromagnetic interactions. It is violated in weak interactions, most
prominently in the neutrinos: In the limit of vanishing neutrino masses all neutrinos
are left-handed! and all? anti-neutrinos are right-handed. For this reason the weak
isospin group is usually referred to as SU(2);, as only the left-handed fermion fields
participate in weak interactions®. Tt is U(1)y associated with the hypercharge Y
(Q = T3 + Y/2 with charge () and T3 the third component of the weak isospin)

which couples to both helicity states.

!Left-handed neutrino: The projection of its spin is antiparallel to the direction of motion.

2 A non-zero mass means it is possible to perform a Lorentz transformation and change a left-
handed neutrino into a right-handed neutrino and vice versa.

3The weak isospin for right-handed leptons and quarks is 0 (7' = T3 = 0).
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Charge conjugation
Charge conjugation C' converts a particle into its anti-particle. It changes the sign of
all internal quantum numbers such as charge, baryon number and strangeness while
leaving mass, energy, momentum and spin unchanged. Only particles that are their
own anti-particles can be eigenstates of C. Like parity, C' is conserved for strong
and electromagnetic interactions, but violated in weak decays:

C(rt = ptvy) =99.98% # T'(rt — ptvg) =0 P violation

D(rt — pte) =99.98% # T(n~ — pw) =0 C violation

but

I(nt — ptvy) =T(n~ — p op)

Time reversal and the CPT theorem

Time reversal 1" reverses the sign of the time coordinate, i.e. it swaps the initial
and final state. The invariance under the product of all three symmetries is thought
to always hold for any Lorentz invariant local quantum field theory. This is known
as the C'PT theorem. A consequence of C'PT invariance is that the masses of a
particle and its anti-particle should be equal. This has been verified for example in
the kaon system and it was found that % < 10718 [3].

Parity violation in weak interactions was discovered in 1957 [4]. For a long time
it was thought that C'P was conserved until in 1964 Christenson, Cronin and Turlay

found evidence for CP-violation in the neutral kaon system [5].

2.2 The discovery of CP-violation

Neutral kaons are observed as K? with a lifetime 7 = (5.17 £ 0.04) x 107® s and as
K? with a lifetime of 7 = (0.8935 £ 0.0008) x 107! s [3]. These kaons are a mixture
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. —0
of the flavour eigenstates K° and K :

K}) =p K" +qK")
(2.1)

K§) =p|K°) —q|K")
If CP is conserved then ¢ = p and K2 and K? would be eigenstates of CP, with
eigenvalues +1 and -1 respectively.
The original experiment looked at the decay of neutral K mesons into pions. The
short-lived CP-eigenstate should always decay into two pions, the long-lived eigen-
state into three. But what Christenson et al. found was that a tiny fraction of the
K? decayed into two pions and therefore CP was not conserved.

The experimental quantities measured are the ratios of the decay amplitudes

L= rtr)

n = A = |n4|e'®+
T A(Kg — o) - (2.
A(K;, — 7'70) b0 '
7700 - A(K N 7r07r0) - ‘,’700‘6
and their current values are [3]
my | = (2276 £0.017) x 10°* ¢, = (43.34+0.5)°
(2.3)
oo = (2.262 +0.017) x 1073 g = (43.2 + 1.0)°
2.3 The CKM matrix
U c t
The weak interaction couples to the quark doublets , , , where
d s' b

d', s',b" are linear combinations of the physical quarks d, s and b, which are produced

through rotation in flavour space.

) |d) Vad Vus Vs \ [ |d)
‘SI> = Vexw - ‘5> = | Vea Ves Va \s) (2.4)
‘b'> ‘b> Vie Vis Vi \b>
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Vekwm is known as the Cabibbo-Kobayashi-Maskawa matrix. Its elements V;; are
complex numbers, measuring the coupling between quarks of different flavours. It
is unitary (VV'* = 1) by construction. Of its nine parameters a global phase, two
relative phases between the u, ¢, t-quarks and two relative phases between the d,
s, b-quarks are not observable. This leaves three angles and a complex phase 9,
related to the coupling of the W to the quarks. This phase is used to incorporate
CP-violation into the Standard Model. As it is possible to omit this phase in a
theory with two quark generations, Kobayashi and Maskawa originally proposed the
existence of the third generation in order to provide a mechanism for C'P-violation

[6]. In this parameterization Vcky becomes

—i6
C12C13 512C13 513€
— id id
Vekm = —S12C23 — C12813523€ C12C23 — S12513523€ C13523 (2-5)
i6 id
512523 — €12513C23€ —C12523 — S512513C23€ C13C23

where ¢;; = cosb;;, s;; = sinf;;. The angles 6;; vary between 0 and 7/2, the phase ¢
between 0 and 2.

The Wolfenstein [7] parameterization in A, A, p, 77 is an expansion in A = |V,,| = 0.22
with four independent parameters. The parameter 7 takes the role of the CP-

violating phase 0.

12 A AN(p—in)
Ve ~ —A 12 AN? (2.6)
AN (1 —p—in) —AN? 1

Unitarity imposes a number of restrictions on the matrix elements. The most useful

ones are

VauaVigy + VeaViy + ViaViy, = 0 (2.7)

C
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(p.n) (p.n)
Vud
\Y

V
V

ub *
th Vm

Vcd Vcb

: [V, Vi | V., v, |
cd Veb ub “tb Vg Vi

Vi V,
n)\z__ y, /l us lsl

(0,0) 1 (0,0 1

Re

(a) Unitarity triangle for equation 2.7 (b) Unitarity triangle for equation 2.8

Figure 2.1: Two unitarity triangles of the CKM matrix. The parameters p and 7 are defined as
p=(1=X/2)pand 7= (1-\*/2)n.

and

Jd%d + ‘/1:;%8 + ‘/Jb‘/;fb =0 (28)

These conditions can be represented as triangles in the complex plane (fig. 2.1).
In the Wolfenstein parameterization up to A* both triangles are identical and are
usually referred to as the unitarity triangle. The angles of the unitary triangle are

then defined as:

a = arg [ VtZVtZ} ., [ =arg [ %ZVC’?} , 7 = arg [ VZ‘;’:’] . (2.9)
ua ¥ yb th ca’ch

Like most perturbative expansions, the higher order terms are not unique and
different papers will quote different formulae [7], [8]. A common parameterisation

of the higher orders of the CKM matrix is defined by imposing the relations

S12 = A S93 — A)\2 813677:6 = A)\q(p — ’L’I]) (210)
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to all orders of A. This leads to the following extension:

)\4
—A 0 0
Verkm & Vexn(A) + | =A2X(p+in — 1) —(F+ )\ 0 (2.11)
TAN(p+in)  —AM(p+in— L) A\

With this extension the CP-violating phase n appears also in the V;,; and V.4 matrix
elements and the two triangles become distinct from each other (see fig. 2.1). This
effect is beyond the reach of the Tevatron experiments, but will be relevant for LHC

measurements [9].

2.4 Mixing in the neutral B-meson system

Particle-antiparticle mixing, as in the neutral kaon system, and oscillations between
the flavour eigenstates also exist in the BY and B? meson systems. Such a system
is produced in one of the two possible states of well-defined flavour: ‘B?> (~ bs) or
‘§2> (~ bs). This initial state evolves into a time-dependent superposition of the

two flavour states according to

o (Bt T BO(t
i~ (_g( )>) = <M7—> (‘_g( ) (2.12)
I \[B,(1)) 2/ \[B,®)
where ' =T't and M = M™ are the decay and mass matrices. The mixing is due
to the off-diagonal elements My = M3, and I'jy = I'3;.

The probability density to observe an initial Bgzd’s meson decaying as a Bg or B,

meson at a time ¢ after its creation is given by [9]
ATt
P(t) = ——22 ¢ " |cosh — pcos(Amit) (2.13)

with 4 = —1 for B) — ES and pu = +1 for By — By. The decay width difference AT

I+l
2

is defined as I'greavy — I'right and I' = . When measuring the time-dependent
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w
S t b S AV b
W W t t
b t S b ’\/\V/\\/N\_ S

Figure 2.2: Box diagrams for B? < ES mixing via top quarks.
asymmetry

Pro_ypo (t) — PB§—>§ (t) cos(Amt)

A(t) = a
(t) 2(7‘) cosh%

(2.14)

the mass difference Am is proportional to the oscillation frequency, while a non-zero
width difference will result in a time-dependent damping of the oscillations.

The matrix element My can be calculated from the box diagrams (see fig. 2.2)
which are dominated by the exchange of virtual top quarks. This leads to

Grmiyns B, f3
M]Q - D)
127

m2
< Sy ( B > \Vt’;thF (2.15)
myy,

where G is the Fermi constant, my the W mass, Vi,—q, and Vj, the relevant
CKM matrix elements. The function Sy can be approximated by 0.784(%)0'76
and the QCD correction 7p is of order unity [3]. The decay constant fp and the
bag-parameter Bg, have been determined using lattice calculations. Their current

values are [9]

f5 = (200 + 40) MeV,  fp. = (230 + 40) MeV, I8 154007 (2.16)
/B
and
Bpg
By, (my) = 0.91£0.06, = = 1.00(3) (2.17)
B
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Assuming C P-violation in mixing is negligible [10] the mass difference between the

heavy and light eigenstate is related to My by

and
2 2
Ams, . J5. Ba, |Vis (2.19)
Ade f%d BBd Vid '

While the mass difference Ampgo has been measured to be (0.472 £ 0.017) x10"hs™!

[3], the rapid oscillations in the BY system have not yet been resolved. Measurements

mpg

give z, = 2 === > 15.7 at 95% confidence level [3].

The matrix element I';5 describes real transitions due to decay modes common to
the particle and anti-particle (e.g. BY (ES) — 7w ~). These decays involve b — céq
transitions, which are Cabbibo suppressed for ¢g=d, but favoured for g=s. Therefore
the width difference in the BY system is extremely small and usually assumed to
be zero, but the width difference in the BY system might be sizeable. Theoretical

predictions [11] yield

AT,
= = 0.12.£ 0.06%. (2.20)

S

A measurement [12] by the ALEPH experiment in the B?(BY) — DYDY channel

using
2 BR(B(BY) - DWTDM) ~ ?—LF (2.21)

gives
?—LF = 0.2679 7% (2.22)

which is consistent with the theoretical predictions.
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2.5 Types of CP-violation

There are three basic types of CP-violation:

CP-violation in the mixing of neutral mesons as in the kaon example above.

This type of C'P-violation is also known as indirect C' P-violation.

CP-violation in the decay of neutral and charged mesons, also referred to as
direct C'P-violation. Here the transition rate 7" from an initial state ¢ to a final state
f of a decay and its CP conjugate process are different: |<f‘T‘z>\2 + \(ﬂT@P
This type of CP-violation has been measured by the KTEV [13] and NA48 [14]
experiments using

'Ky — 7°7%)/T(Kg — 7°7°)

R:
'Ky = ntn)/T(Ks — ntm™)

~1—6 Re(€/e) (2.23)

where ¢ refers to direct and € to indirect CP-violation. A non-zero value of Re(¢'/e)

indicates direct C'P-violation. The current experimental value is [3]

Re('/e) = (2.1 +£0.5) x 10°? (2.24)

CP-violation in the interference between decays with and without mixing.
This type of decay can for example be observed in the neutral BY) system [10], [15].

The light and heavy mass eigenstates of the BY) can be described by

BL)=pB°)+qB)
D (2.25)
Bu) = 2[B") — o B")

where the complex coefficients p and ¢ are normalized so that

pl* + g =1 (2.26)
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The decay amplitudes Ay are defined as

Ap = {fIT|B%),  Ap=(f|T|B")

7 L o (2.27)
Ap=(fIT[B), A;=(f|T|B")
and the parameter \ by
_aAy o ad
)\fCP = pAf - UfoppAf (2'28)

where 7, = 1 is the CP-eigenvalue of the state fop. CP-violation leads to
A # +1. Note that CP-violation is possible with |[A| = 1 as long as Im()\) # 0.
The time-dependent asymmetry ay,, in this type of CP-violation can be observed

by comparing decays into final CP-eigenstates

_ DB = fy) - T(B(1) > fo) (229
afOP —0 .
P(B() = fup) + T(B(1) = foy)

The asymmetry ay,, is related to A by [15]

(1 — |A]?) cos(Amyt) — 2Im()\) sin(Ampt)
a =
for 1+ ]A2

(2.30)

For BY decays that are dominated by a single CP-violating phase (i.e. the effect of

CP-violation in decay is negligible), ay,., simplifies to
af.p = Im(X)sin Ampgt (2.31)

This is the case in the ‘golden’ decay BY — J/¢(— IT17) K%(— 7"n~) where the

final state is common to both the B® and the EO. At tree-level A can be written as:

ViVia VoV ViV
Ago - 2.32
By, <m%><%m)<nmﬁ (2:32)

The first term arises from B° mixing, the second term from K° mixing and the

third term from the BY decay. K mixing is essential as otherwise at tree level the
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BY(~ bd) will decay to a K°(~ 5d) and similarly the B’ to a Fo, which are not
CP-eigenstates. The effect caused by the fact that Kg and K are not completely
CP-eigenstates is negligible. Combining equations 2.9 and 2.32 gives

arg )‘Bg—>.1/wKs =25 (2.33)
and
aBg_>']/,‘/)KS = Sin 2/6 Sin Ath (234)

Recent results for sin28 from BABAR [16] using a number of decays including
BY — J/¢ K3 give

sin 23 = 0.75 4 0.09(stat) & 0.04(syst) (2.35)

and |A| = 0.93 + 0.06(stat) = 0.02(syst) which is consistent with the Standard
Model expectation of no direct CP-violation in this type of decay.
In a similar analysis the BELLE collaboration finds [17]

sin 28 = 0.82 + 0.12(stat) =+ 0.05(syst) (2.36)

2.6 Lifetimes

The simplest way to describe the decay of a B-meson is the pure spectator quark
model, where the b-quark decays to a c-quark with only negligible interference from
the other quark in the B-meson (see fig. 2.3). The b-quark couples predominantly
to the c-quark and its lifetime depends essentially on the matrix element V.. This
fact was used in early lifetime measurements of B-mesons [18], [19] which provided
the first measurement of the magnitude of V.

According to the spectator model the lifetimes of all B-mesons would be equal.

Measuring the lifetimes probes to what extent this model is valid and to what degree
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other diagrams and final state interactions (see for example fig. 2.4) contribute to
the decays.

The current experimental results are:

Particle Lifetime in ps

B 1.548 + 0.032
Bt 1.653 + 0.028
B 1.493 + 0.062

S

B, 0.46 + 0.03

Table 2.1: Experimental results for B-hadron lifetimes [3]. The lifetime of the B, is significantly
shorter as both quarks can decay weakly.

Heavy Quark Effective Theory

A very successful theory to describe the decay of mesons containing a heavy and a
light quark is the Heavy Quark Effective Theory (HQET) [20], where a heavy quark
is defined by mg > Agep, with Agep ~ 0.2 GeV. In the HQET the Lagrangian is
expressed in an expansion in powers of 1/mg), usually referred to as the Operator
Product Expansion (OPE). HQET works best for bound states containing a b-quark,
and is in most cases also valid for mesons containing c-quarks, even though the lower
mass of the c-quark (~ 1.2 GeV) can require further corrections. It does not apply
to top quarks though, as they decay before forming bound hadronic states.

In the 1/mg expansion, the leading term describes the decay of a free quark. Dif-
ferences in the lifetimes of B-mesons first appear in the 1/m3Q terms and for the A,
at 1/mg, level [21].

The lifetime ratios of B-mesons and the A, have been calculated using the OPE to

be

2
TB+ s B Ay

=1+ — = =14+0.01, — =0.9 2.37

<200M6V> ’ ’ ( )

TRo TRo TRo
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with fp as in equation 2.16. The experimental values are

TB+
TRBO

= 1.062 =+ 0.029,

A
22— 0780 + 0.037 (2.38)

B (0.964 + 0.045,
TRO

TRO

which are, except for the Ay, in good agreement with the theory.

SH

Figure 2.3: Hadronic decay of a B’ in the spectator model.
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Figure 2.4: More realistic representation of a hadronic decay (diagram taken from [20])
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2.7 Thedecay BY? — J/¢(— ptp~) ¢(— KTK™)

When the BY decays into a .J/v and a ¢, they both effectively’ decay instantaneously.
In the decay J/v — pu"p~ and ¢ — KK~ this results in a four track vertex which
makes this decay an ideal candidate for measuring the B? lifetime. A Feynman

diagram of the decay is shown in fig. 2.5.

S
()

S

S

BY _ Al

h —

C
J/W

c

Figure 2.5: Tree level diagram for the decay B? — J/1 ¢.

The decay B? — J/1¢ ¢ has another interesting feature:

The B? is a spin 0 particle decaying to two vector mesons (.J/1, ¢). This implies a
relative angular momentum of L=0, 1, 2 between the vector mesons and the final
state will be a mixture between CP even and odd states with L=0,2 being CP even
and L=1 CP odd. The corresponding angular distributions were originally described
in terms of helicity [22] which is defined as the sign of the projection of a particle’s

spin § along the direction of its momentum p:

Wy
=y

h= (2.39)

Ly ©
=y

“The width of the J/4¢ is (87 £ 5) keV and that of the ¢ (4.458 + 0.032) MeV.
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To separate the C'P even and odd contributions to the final state it is more conve-
nient to use the so-called transversity basis [23] which describes the decay in terms of
polarisations analogous to light polarisations. The three amplitudes Ay, A and A
refer to longitudinal, parallel and perpendicular polarised states. They are related

[15] to the three helicity amplitudes Hy(0,0), Hy(1,1), H (=1, —1) through

1
AO = Ho, A” = —2(H+ + H,), AL - (H+ - H,) (240)

Sl -

and are normalized so that
dD(BY — J/ ¢)/dt = |Ao|* + | Ay + [AL ] (2.41)

A, refers to CP odd states, while A and Ay measure CP even states.

There are three angles which can be used to extract these amplitudes [23]. The first
two are defined in a right-handed Cartesian coordinate system in the .J/v rest-frame.
The z-axis in this frame is the direction of the ¢, the y-axis lies in the plane formed
by the K* and the K~ with p(K ™) > 0 and the z axis is the normal to this plane.

The angles are then

;:  The angle between the put and the z-axis.
¢:  The angle between the projection of the ™ on the K™K~ plane and the z-axis.
The third angle v is defined in the ¢ rest-frame as the angle between the K+ and
the negative direction of the J/v in this frame.
The full angular distribution is
d'T[By = (I117) (KT K 7)) 9
dcos b, dy dcos 327
+sin” {|4) [*(1 — sin® 0, sin” @) + |A L | sin® 6, — Im(ATAL)sin20,sinp}  (2:42)

[2]Ag|? cos® (1) (1 — sin? f, cos® )

1
+ﬁ sin 2¢p{ Re(AyA)|) sin® 0, sin 2¢ + Im(Aj5A ) sin 26, cos ¢ }]
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Using this method |A|? and |A,| have been measured [24] to be

|A||” = 0.23 + 0.19(stat) 4 0.04(syst)
(2.43)

I ongitudina
[ Ag|? = el — .61+ 0.14(stat) £ 0.02(syst)

Depending on the analysis it is often sufficient only to measure the parameter cos(6;)
which is referred to as the transversity variable. The probability density function for
CP even decays is then 2(1+ cos? 6;) and for CP odd decays %Sin2 6. A ‘cookbook’
recipe for calculating cos(6;) is given in Appendix A.2.

As C P-violation in the B? system is expected to be extremely small, the mass eigen-
states B and BL are nearly C P-eigenstates, with the heavy eigenstate BY being
CP odd and the light eigenstate BL CP even. Combining an angular analysis with
a lifetime measurement can considerably improve the access to the width difference
AT =T}, — I, in the B? system [25].

In the Standard Model the fractional width difference is related to the B? mixing

parameter z, = 212 by [26]
where

hy) =1 i‘z(jl(lf;)jz{l +r 3yy21n(y)} (2.45)
with y = %

A precise measurement of x, and AT'/T" will be very sensitive to physics beyond the
Standard Model [27]. New physics would result in z; being too large to measure

while AT'/T is accessible or vice versa.
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Figure 2.6: Tree level diagram for the decay BY — J/9K*0.
0 — 0 —
2.8 Thedecay By — J/¢Y(— pTp~ ) K*(— K n™)

This decay has similar decay kinematics to BY — J/1¢ ¢ and both decays are often
reconstructed together. A Feynman diagram of the decay is given in fig. 2.6.

As in the B? decay there is a four track vertex which can be used to measure the
BY lifetime. But due to the larger width of the K** with respect to the ¢ and the
ambiguity introduced by the fact that the K** decays into two different types of
particles®, while the ¢ is reconstructed in the channel K+ K ~, the signal will not be
as clean as in the BY channel.

The K*¥ is a vector particle, so the theory of angular distributions as outlined before
also applies here, with the K*¥ taking on the role of the ¢. The different polarisations

in this decay have been measured [24] to be

| Ag|> = 0.59 + 0.06(stat) 4 0.01(syst)
(2.46)

|AL|” = 0.13%%2(stat) + 0.06(syst)

The K*O(F*O) can also decay to K°7%. Together with an angular analysis this decay
can be used to extract the CKM parameter sin 23, similar to the decay BY — J/¢ K?.

5This ambiguity of course only exists in a detector without particle identification, like D@.
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2.9 B-meson production at the Tevatron

The dominant process for b-quark production at Tevatron energies [28] is gluon-

¢ To leading order the average transverse momentum of a b-quark is

gluon fusion
approximately equal to its mass < p; >~ m; ~ 4-5 GeV. The leading order QCD
diagrams for b-quark production are given in fig. 2.7.

The next-to-leading order terms were originally considered corrections, but they
turned out to be large. Yet even they could not explain the difference between the
theoretically predicted cross-section and the cross-section measured by CDF and
D@ which is at least a factor of two larger [11].

A recent paper by R. Field [29] suggests that three different processes contribute to
the b-quark production at the Tevatron: The first is flavour creation as described
above. The second source of b-quarks is flavour excitation, which refers to the
scattering of a b(b)-quark out of the initial state (i.e. the proton) into the final
state by a gluon or a light quark. Thirdly, parton showers, where the b-quarks are
produced during fragmentation rather than during the initial hard scattering, are
also a significant source of b-quarks at the Tevatron. When taking into account the
contributions of all three processes the theoretical predictions are in good agreement
with the experimental results.

After a bb pair is produced it hadronizes to form pairs of B-mesons. The fractions

of BE, BY, BY and b-baryons produced have been measured to be [30]

Fui fa: fso: frargon = 0.37540.023 : 0.375+0.023 : 0.160 4 0.044 : 0.090 + 0.029
(2.47)

with the assumption that f, = f;. The ratio f,/f; has been measured to be 0.84
+0.16.

6For top-quark production quark-antiquark annihilation prevails.
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Figure 2.7: Leading order diagrams for b-quark production at the Tevatron: (a) quark-antiquark
annihilation, (b)-(d) gluon-gluon fusion.
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Chapter 3

The DO Detector at the Tevatron

This chapter gives a brief overview of the Tevatron and the various components of

the DO detector.

3.1 The Tevatron at Fermilab

The Tevatron proton anti-proton collider, with a circumference of 6.4 km, is the
highest-energy particle collider currently operational. A schematic of the Fermilab
accelerators is shown in fig. 3.1 and the main run parameters are listed in table 3.1.
The upgraded accelerator started operating on March 1st 2001. The first collisions
at DO occurred on April 3rd. The integrated luminosity is expected to be at least

2 fb~! over the first three years.

3.2 The D@ Detector

The DO experiment is a multi-purpose detector located at the Tevatron. During
Run I between 1992 and 1996 a wide range of measurements were made at a centre
of mass energy of 1.8 TeV, with the observation of the top quark in March 1995 as
one of the highlights [31]. After the end of Run I, the Tevatron was upgraded to
run at /s = 1.96 TeV with an expected luminosity of 2 x 10%2cm2s~!. While the
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RUN Run ITa (36x36) | Run ITa (140x103) | Run IIb (140x103)
Energy (p, p) 980 GeV 980 GeV 980 GeV
Protons/bunch 2.7 x 10" 2.7 x 10" 2.7 x 10"
Antiprotons/bunch 3.0 x 10'° 4.0 x 10" 1.0 x 10"
Proton bunches 36 140 140
Antiproton bunches 36 103 103

Bunch Spacing 396 ns 132 ns 132 ns

Typical Luminosity

Integrated Luminosity

0.86 x 1032cm 25!
17.3 pb~' /week

2.1 x 10*?cm 257!
42 pb~! /week

5.3 x 10*?cm 257!
105 pb~' /week

Table 3.1: Planned Tevatron parameters for Run II [32].

strengths of the original detector [33] were its finely segmented hermetic liquid argon

calorimeter and large angle muon detection capability, the tracking suffered from the

absence of a magnetic field in the central detector region. Therefore, in parallel to

the accelerator, the DO detector was upgraded [34]. The main improvement was the

introduction of a solenoid magnet providing a 2 Tesla field around a newly designed

central tracking system (see fig. 3.2).

Target H

Main Injector

Cockroft-Walton

Extracted Beams

Anti-Protons
\_/

TEVATRON

Figure 3.1: Fermilab accelerators schematic.
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Figure 3.2: Side view of the DO Run II detector [34].
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3.2.1 Coordinate System

The following coordinate system is used throughout this thesis:

The positive z-axis is aligned along the beam in the direction of the protons. The
y-axis points upwards and the z-axis away from the centre of the ring. When using
spherical coordinates (r, ¢, ), the angle 6 is often replaced by pseudo-rapidity n
defined as

6
n = —In tan 5 (3.1)

which approaches the true rapidity,

1. E+p,

=—In 3.2
y=g g (3.2)
in the limit m < E, where m is the mass of a particle and F its energy.
Transverse energy is defined analogously to the transverse momentum:
pr=p sinf Er=F sinf (3.3)

3.2.2 Central Tracking System

The introduction of a magnetic field into the DO detector was accompanied by the
replacement of the inner tracking system. The new tracking system as shown in fig.
3.3 consists of an inner, high-resolution silicon microstrip tracker surrounded by a
scintillating fibre tracker. It is designed to cover a large range of pseudo-rapidity
(In] < 3) and will measure the momenta of charged particles. Other goals are
electron identification, e/7 rejection and b-tagging by the identification of displaced
secondary vertices. The expected transverse momentum resolution [35] is Ap,/p; =
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Figure 3.3: The D@ tracking system [34].

Silicon Microstrip Tracker (SMT)

Located closest to the interaction point is the silicon microstrip tracker. Its over-
all design is determined by the extended interaction point (o, = 25 c¢m) requiring
a minimum length for the barrel section of 72 ¢m. To provide optimal resolution
all tracks should intersect the detector planes approximately perpendicularly. This
leads to a hybrid system with barrel detectors measuring primarily the r-¢ coordi-
nates, and disk detectors which measure r-¢ as well as r-z. The SMT consists of six
12.4 ¢cm long barrel detectors containing eight layers of rectangular silicon microstrip
detectors, here referred to as ladders. Layers 3,4,7 and 8 of the barrel detectors are
double-sided detectors at a stereo angle of 2° relative to the beam-axis. In layers
1,2,5 and 6 the stereo angle is 90°. Layers 1-4 consist of 6 ladders, layers 5 to 8 of
12. In the outermost barrels the ladders on layers 1,2,5 and 6 are single sided and

no stereo information is available.
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Figure 3.4: The Silicon Microstrip Tracker (picture taken from [36]).

There are 12 so-called ‘F-disks’ made from double sided detectors with +15° stereo
strips. Four of them are sandwiched between the barrel sections, the other eight
being located at both ends of the barrel. Outside the F-disks, towards the end of
the interaction region, there are two ‘H-disks’ on each side. They are made of two
sets of single-sided wedge detectors with an effective stereo angle of + 7.5°. F-disks
have an outer radius of 12.5 cm, H-disks of 26 ¢cm. An overview of the microstrip
detectors is given in table 3.2.

The SMT is read out by 128 channel silicon readout chips, so-called SVXIIe chips
[37]. They are designed to work with double sided detectors and are able to accept
positive and negative currents as input signals. The SVXIIe chips are mounted on
a high density interconnect (HDI). From the HDI the data pass via adaptor cards
and interface boards to the sequencer board. An optical link connects the sequencer
to the readout buffer. The whole SMT comprises ~ 793000 readout channels.

Test beam results show that a spatial resolution (track residuals) of better than 10
pm can be obtained [38]. The expected vertex resolution is 15-40 ym in r-¢ and

80-100 pm in z.
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To minimize the effects of radiation damage [34] the operation temperature for the

SMT is kept at 5-10° C.

Detector View Number of strips | Angle Pitch
Barrel (single sided) || 1 (p-side) 384 0° 50 pm
Barrel 90° 1 (p-side) 384 0° 50 pm
2 (n-side) 768 90 ° | 153.5 um
Barrel 2° 1 (p-side) 640 0° 50 pm
2 (n-side) 512 2.004° | 62.5 ym
F-Disk 1 (p-side) 1024 -15° 50 pm
2 (n-side) 768 15° | 62.5 um
H-Disk 1 (p-side) 768 7.5° | 79.3 um
2 (p-side) 768 -7.5° | 79.3 pm

Table 3.2: SMT parameters. Note that the n-side of the ladders on the 90° barrels are ‘mul-
tiplexed’: In these ladders two strips are connected to one readout channel and are read out
simultaneously.

Central Fibre Tracker (CFT)

The central fibre tracker consists of 32 concentric barrel-shaped layers of scintillating
fibres. These 32 layers are arranged in 16 doublet layers which are then grouped
together in eight ‘superlayers’ at radii of approximately 19.5, 23.4, 28.1, 32.8, 37.5,
42.1, 48.8 and 51.4 cm. The inner doublet in each superlayer is parallel to the
beam axis, the outer one is oriented at alternating plus or minus 2.0°-3.0° stereo
angles. The CFT comprises 76800 fibres. These scintillating fibres with a diameter
of 835 um are made of a polystyrene core doped with 1% p-terphenyl (PTP) and
1500 ppm 3-hydroxyflavone. The PTP is used to increase the light yield, while the
hydroxyflavone acts as a wavelength shifter to match the transmission properties
of the polystyrene [39]. The core is surrounded by 15 um acrylic cladding, which
in turn is covered by 15 pum of fluoro-acrylic cladding in order to increase the light
trapping [34]. The peak emission wavelength of these fibres is around 530 nm.

Every fibre is mated to a 7-11 m long waveguide which pipes the scintillation light to
a visible light photon counter (VLPC). VLPCs [40] are solid state photon detectors
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based on silicon diodes with an operating temperature of ~10 K. They have high
gains (50 000 electrons per converted photon) and their quantum efficiency for visible
light is ~ 80 %.

The CFT is designed to provide track reconstruction within the range of |n| < 2.0.

3.2.3 Solenoid Magnet

The central tracking system is surrounded by a superconducting solenoid [34]. This
is a 2.8 m long two layer coil with a mean radius of 60 cm, a field strength of 2
Tesla and a stored energy of 5 M.J. There is no specific flux return'. A uniformity
of sin@ x [ B,dl within 0.5% is achieved by applying an increased current density
near the ends of the coil. The coil and its cryostat correspond to approximately 1.1

radiation lengths of material.

3.2.4 Preshower Detectors
Central Preshower

Located in the 51 mm gap between the solenoid and the central calorimeter cryostat,
the central preshower detector covers a region of || < 1.2. Its main purpose is to
enhance the electron identification and to correct for the effects of the tracking
system, solenoid and lead absorber in the reconstruction of electromagnetic energy
in the calorimeter. The solenoid and the tapered lead absorber placed in front of the
detector correspond to about two radiation lengths of material. Studies [42] suggest
that the energy in the central preshower must be known within 10% to reach the
overall electromagnetic energy resolution of Run I.

The central preshower consists of triangular scintillating strips arranged in one inner
axial layer and two outer stereo layers at an angle of ~ + 23°. Each strip has a base of
7.1 mm with a 1 mm hole in the centre. The readout occurs via wavelength-shifting

fibres passing through this hole. Near the end of the strips the wavelength-shifting

Most of the flux generated by the solenoid returns in the space between the cryostat and the
muon system. The magnetic interaction between the solenoid and the muon system was found to
be negligible [41].
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fibres are connected to clear waveguide fibres. These lead to visible light photon

counters (VLPCs) under the detector platform.

Forward Preshower

Two forward preshower detectors are mounted on the inner surface of each end
calorimeter. Their design is very similar to the central preshower detectors and
they cover the pseudo-rapidity range 1.4 < |n| < 2.5. A layer of lead absorber is
sandwiched between two scintillator planes. The inner scintillators act as detectors
for minimum ionising particles, except between 1.4 < || < 1.6, where particles
traverse the magnet solenoid. In this region the inner layer is not necessary as

particles are likely to shower upstream of the forward preshower.

3.2.5 Calorimeter

The liquid-argon calorimeter [33] provides energy measurements for electrons, pho-
tons and jets. It remains unchanged from Run I, but the much lower bunch crossing
time of 396(132) ns in Run II requires an upgrade of its front-end electronics. The
former peak sampling time of 2.2 ps will be reduced to 400 ns, mainly by decreasing
the effective integration time and reducing the intrinsic noise of the pre-amplifier
[34].

The calorimeter as shown in fig. 3.5 is divided into a central calorimeter (|n| < 1)
and two end calorimeters to cover the region 1 < || < 4. Both calorimeters con-
tain three basic types of modules: An electromagnetic section with thin (3 or 4
mm) nearly pure depleted uranium plates, fine hadronic modules with 6 mm thick
uranium-niobium(2%) alloy plates and coarse hadronic sections. These sections
consist of 46.5 mm thick plates, made from copper for the central calorimeter and
stainless steel in the end calorimeters. There are four separate layers for the elec-
tromagnetic modules, three for the fine hadronic and one or three for the coarse
hadronic modules. These layers are used to measure the longitudinal shower shape
in order to distinguish between electrons and hadrons. The energy resolution is

14%/V'E for electromagnetic showers and 80%/+/E for hadronic jets.
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The smallest unit of the calorimeter is a readout cell, typically covering 0.1 x 0.1 in

n and ¢, except for the third layer in the electromagnetic modules, where the cells

cover 0.05 x 0.05.

DjZf LIQUID ARGON CALORIMETER

END CALORIMETER

Outer Hadronic
(Coarse)

Middle Hadronic
(Fine & Coarse)

CENTRAL
CALORIMETER

Electromagnetic

Inner Hadronic Fine Hadronic

(Fine & Coarse) Coarse Hadronic

Electromagnetic

Figure 3.5: The liquid-argon calorimeter [33].

3.2.6 Intercryostat Detector

The transition region between the central and the end calorimeters (0.8 < |n| <
1.4) contains a large amount of uninstrumented material, mainly support structures
for the calorimeter and the cryostat walls. To correct for energy deposited in this
area, a so-called intercryostat detector has been installed [33], [34]. Tt consists
of a single layer of 384 scintillating tiles of size An = A¢ = 0.1 to match the
liquid-argon calorimeter cells. The tiles are mounted on the front surface of the
end calorimeters. The light signals are picked up by wavelength-shifting fibres in
the tiles and then transported via clear fibre ribbon cables towards the phototubes

outside the magnetic field.
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3.2.7 Muon System

In order to study low cross-section processes in a wide range of p; the muon system
must cover the region || < 2 and provide an efficient unprescaled trigger. Good
muon coverage is essential for a range of b-physics topics, which require the recon-
struction of a J/1 meson.

The muon detectors [34] are divided into two main parts: The Wide Angle Muon Sys-

tem covering the region |n| < 1 and the Forward Muon System covering 1 < |n| < 2.

Wide Angle Muon System (WAMUS)

From the interaction region outwards the WAMUS consists of a layer of scintillation
counters located between the calorimeter and the first layer of proportional drift
chambers (PDT). The scintillators are needed for triggering, as the maximum drift
time in the PDT of 750 ns exceeds the bunch spacing in Run IT (396 or 132 ns).
Located after the first layer of PDTs is a toroidal magnet providing a 1.6 Tesla
field. Immediately after the magnet follows a second layer of PDTs and after a gap
a third PDT layer. The hit efficiency [43] for the PDTs is 99%. Mounted on the
outside of the third PDT layer is another layer of scintillation counters. Scintillation
counters can also be found on the second layer, at the bottom of the detector. The
rectangular drift chambers are constructed from extruded aluminium. Their anode
wires are made from gold-plated tungsten. The drift distance resolution is ~ 500
pm. The scintillation counters are made from plastic scintillator and wavelength

shifting fibres.

Forward Muon System (FAMUS)

Analogous to the WAMUS, the Forward Muon System consist of three layers of
drift chambers for track reconstruction and three layers of scintillation counters for
triggering. During Run I, the PDTs in the forward region suffered from radiation
induced build-up of material. To avoid time-consuming cleaning procedures, the
PDTs in the Forward Muon System will be replaced by so-called Mini Drift Tubes
(MDT) which studies have shown to be radiation-hard [44]. Their hit efficiency [43]
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is > 97%. These tubes are made from commercially available aluminium extruded
combs. An individual tube contains 8 cells, each with a 9.4x9.4 mm? internal
cross-section with 50 yum W-Au anode wires in the centre. The internal walls are
coated with stainless steel foil to form the cathode. When filled with a fast gas
mixture (CF4(90%)+CH4(10%)) the maximum electron drift time is 60 ns and so is
considerably shorter than a bunch spacing time of 132 ns. The coordinate resolution

is less than 1 mm.

3.3 Trigger

The planned bunch-crossing time of 396 or 132 ns necessitates an upgrade of the
trigger systems [45]. The trigger system is needed to reduce the number of back-
ground events and select physically interesting events to be written to tape. The
data rate is reduced in three steps: Level 1 and 2 are hardware triggers, while the

Level 3 trigger is software based.

Trigger | accept rate | time available
Events 7.6 MHz
Level 1 10 kHz 4.2 s
Level 2 1 kHz 100 ps
Level 3 | 20-50 Hz 100-150 ms

Table 3.3: Trigger rates for Run II. The accept rate is the number of events per second that are
passed on to the next stage. In the case of the Level 3 trigger it is the number of events written
to tape.

3.3.1 Level 1 and Level 2 Trigger

The Level 1 trigger uses data from the calorimeter, the preshower detectors, the cen-
tral fibre tracker and the muon MDTs and scintillators. It uses Field Programmable

Gate Arrays (FPGAs) to test if any of the 128 Level 1 trigger bits have been set.




3.3 Trigger 48

In this case the Level 1 framework issues an accept and the data are digitized and
moved to a series of 16 event buffers.

The Level 2 trigger is the first stage to match information from different detector
subsystems. The data are processed via FPGAs and microprocessor cards. At a
later stage it is planned to introduce a silicon track trigger [36] into Level 2 to
enhance the trigger capabilities for long-lived particles e.g. b-quarks.

Detectors L1Triggers L2 Triggers

Y YY VY U

CAL|—» CAL |—> Cd |
v eljlkE
FPS o _
CPS » PS »| PS
|
L»{CFT/ |y Global |
CFTL »lcPs > L2
Track [
¢ vy
e >
MDT »Muon > Muon [~
PDT v
L1: E; towers, tracks L2: Combines
consistent with e, I, j objects intoe, |, j

Figure 3.6: Level 1 and 2 trigger overview. The information flows from left to right.

3.3.2 Level 3 Trigger

The Level 3 trigger refines the physics objects (tracks, clusters, etc.) created in the
Level 2 trigger and performs a limited reconstruction of the event. The Level 3
trigger software runs on a farm of standard PCs using the Linux operating system.
Each processor of the farm, a so-called ‘Level 3 node’ runs an independent instance
of the Level 3 filtering software and processes a complete event.

The Level 3 software consists of four major components [46]: Tools, filters, filter

scripts and ScriptRunner.
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There are four different types of tools:

— Unpacking tools are the only tools that have access to the raw data. They
are responsible for unpacking regions of interest as indicated by the Level 2

trigger.

— Data tools perform a partial reconstruction of the event (e.g. clustering, ver-

texing).
— Physics tools identify physics objects like electrons, jets, muons and others.
— Trigger tools supply general functionality like prescales or error handling.

A filter uses physics objects produced by the tools and checks against a given set
of constraints, defined in the trigger list. A filter script corresponds to a Level 3
filtering trigger bit and combines the results of several filters. The top level software
of the Level 3 trigger is ScriptRunner. For each fired Level 1/2 bit, ScriptRunner
executes all associated filter scripts. Once the filter script is run the event is classed

as passed, failed, unbiased or in error.

3.4 Software

The DO software for Run II is being developed using the Concurrent Versions System
(CVS) [47]. The software is divided into packages most of which are part of the
DO framework [48]. All DOsoftware, except for most of the Monte Carlo generators,
is written in C++.

Each package is a collection of classes which perform a limited task. For example
the package 13fsmtunptool contains the code used to unpack the SMT data for the
Level 3 trigger.

Parameters which cannot or should not be hard coded are stored in rcp (run control
parameter) files. They are read in when required at execution time.

The format to store data is called a ‘chunk’. All chunks inherit from a common base
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class and can be accessed via predefined methods. Each chunk stores a certain type
of data. Examples are the SimSMTHitChunk which stores all the simulated GEANT
[49] hits in the SMT or the GTrackChunk which contains all reconstructed global

tracks.
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Chapter 4

Clustering for the Silicon

Microstrip Tracker

4.1 SMT clustering for the Level 3 trigger

Fast and efficient cluster finding is essential for the Level 3 trigger. The cluster
finding is divided into two distinct steps:

First, clusters are found for each side of a wafer. This is done in parallel to the
unpacking [50] in the 13fsmtunptool package. While this is a one-dimensional mea-
surement, the clusters are (somewhat misleadingly) referred to as two-dimensional
clusters, due to the fact that the azial clusters which are accessed by other parts
of the trigger software are described by their z and y coordinates at this stage.
Three-dimensional clusters refer to clusters where all three coordinates have been
determined from measurements, rather than one or more of them being set to an
average value. In the second step, these two-dimensional clusters are combined to
form three-dimensional clusters in the 13fsmtcluster [51] package.

The chapter starts with a short description of the coordinate systems used. Then
the algorithms for both steps of the clustering are presented separately, followed by
the evaluation of the tools based on Monte Carlo data.

In order to reduce the amount of fake clusters in real data, I investigated using a
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parametrized pedestal subtraction instead of the initially used flat pedestals. This
work is described in section 4.3.

At the end of the chapter the results for testing the tools on cosmics are presented.

4.1.1 Coordinate systems
Local coordinates

Each ladder or wedge has its own local coordinate system [52], [53]. Its origin is
located at the centre of the ladder or wedge. The local z-axis points towards the
SVX chips and the local y-axis is directed from the first side (view' = 1) of the ladder

to the second. The z-axis is oriented to form a right handed coordinate system.

‘ Z loca
A x_loca
7 local x_local
— |
e
\ local y_local
L adder Wedge

Figure 4.1: The local coordinate system for ladders and wedges.

When grouping adjacent strips into clusters on one side of a ladder, the cluster can
be described by a single position measurement, the cluster centroid. It is measured
along a line perpendicular to the orientation of the strips. On a double sided detector

there is a different angle on each side. Given a centroid position on each side the

1See table 3.2.
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Figure 4.2: Tllustration for equation 4.1.

point where they cross (fig. 4.2) is given by

1y Sin By — w9y sin 0,

cos 0 sin 5 — sin 6, cos 0 (4.1)
1wy coS By — w9 cos By
zZr, =

cos 0 sin 5 — sin 6, cos 0,

where wuq,uy are the centroid positions and 64,6, are the angles on sides 1 and 2

respectively. On barrel ladders #; = 0 and this formula reduces to:

T = U
1y COS By — 19 (4.2)
2, = ————
sin 6y
and on 90° stereo ladders it becomes
2, = — U2 (43)

Global coordinates

Fig. 4.3 shows the relative orientation of the SMT detector to the global coordinate

system.
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Due to time constraints the Level 3 software does not use the full geometry system.
Instead it assumes that the ladders and wedges are flat and uses a simple linear

transformation between local (zr,yr,, 21,) and global (z¢, ya, 2g) coordinates:

Hie:

—

yo | =70 +xrm + 217 (4.4)
caG
The vector 7 points from the global origin to the centre of the ladder/wedge, ] is the

global coordinate vector corresponding to the vector (1,0,0) in the local ladder /wedge

coordinates, while 7 corresponds to (0,0,1).

‘/’/ F-Disks \

Barrel Barrel Barrel Barrel Barrel Barrel
4

. F-Disks F-Disks )
H-Disks y H-Disks

Figure 4.3: The global coordinate system. The proton beam is along the positive z-axis. The
z-axis points away from the centre of the ring.

4.1.2 Two-dimensional clustering

The unpacking [50] of the data and the first step of the clustering are performed
simultaneously to avoid copying large amounts of data to and from memory. The
algorithm for forming the clusters is outlined below:

Only strips with an energy above a set threshold are used. For each new strip, its
position address is checked. If it is on the same side on the same detector element as
the current cluster and if there is a gap of no more than one strip between it and this

cluster then the strip is added to the current cluster. If not or if it is the first strip
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unpacked then it marks the start of a new cluster and the geometry calculations for
the existing cluster (if any) are done and it is stored in the list of clusters.

The geometry calculations and storing of the final cluster must be explicitly forced
when all the strips have been read out.

As the readout of the stereo side of the 90° detectors is multiplexed?, each of the
stereo clusters on these ladders is duplicated, with an offset of ~6 ¢m. The position

of the cluster is given by the pulse-height weighted average of the strips:

Z n;w;
> w;

(4.5)

n =

where n; is the strip number of the ith strip and w; is the deposited energy in that

strip. The weighted average is converted into a centroid position by using

uw=u +(n—1)p (4.6)

where u; is the position of the centre of the first strip and p is the pitch of the
strips. The —1 is needed because the strip numbering starts at 1. The next step is

transforming the centroid position u into local coordinates. For axial barrel clusters

this is
T, = U
(4.7)
21 = 0
and for 90° barrel clusters
Ty = 0
(4.8)
zr = —U

For the 2° barrel and disk detectors the two-dimensional clusters provide no useful
information, except their centroid position which is used to form three-dimensional

clusters. The last step is to convert the local coordinates into global coordinates by

2Each SVX channel is connected to two strips which are separated by approximately 6 cm along
the z-axis. It is impossible to distinguish from which of the two strips a signal originated.
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using equation 4.4.

4.1.3 Three-dimensional clustering

The three-dimensional clustering takes place in the 13fsmtcluster package. It uses
the two-dimensional disk and barrel clusters from 13fsmtunptool as input. They
are required to have been sorted by ladder or wedge. The algorithm for the barrels
and disks follows the same principle. For every ladder/wedge all combinations of 2d
clusters which result in a 3d cluster consistent with the hardware?® are taken into
account. If there are only clusters on one side of a ladder these are kept as well
(pseudo-3d clusters). Their missing coordinates are set to the values at the centre
of the ladder.

For barrel clusters the global coordinates for each hit are taken directly from the
unpack tool, except for the z-coordinate of clusters on layers with a 2° stereo angle,
where equation 4.2 is used. For disk clusters the local  and z coordinates are cal-

culated using equation 4.1.

The transformation from local into global coordinates is the same as in 13f smtunptool.

Ghost killing

Ghosts are combinations of 2d hits which originate from two different tracks. The 3d
clusters are grouped in collections: All clusters which derive from the same cluster
on the axial (first) side of a ladder belong to one collection. This enables the elimi-
nation of ghosts once one cluster of a collection is identified as valid. The collection
number for pseudo-3d clusters is set to zero.

For real hits the energy deposited should be approximately the same for both sides

of the detector. Therefore the ratio
e — e

(4.9)

€1+€2

3For the disks and for ladders with a 2° stereo angle, it is possible that zj,ca1 calculated according
to equation 4.2 results in a value that is greater than the limits of the ladder.
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Figure 4.4: Example distributions of the energy ratio 2:23 for real hits (a) and ghosts (b). Note

that ghost-killing will not reduce the number of fake clusters due to multiplexing in the 90° stereo
layers. The spike in (b) is due to rounding errors.

where e, ey are the energies on both sides, should be close to zero. It is possible to
reject clusters where this ratio is above a certain threshold. This cut is controlled by
an rcp parameter. The default setting is 1, i.e. no ghost-killing by dE/dx. While
ghost-killing works on MC data (see fig. 4.4) it has yet to be seen whether the

calibration will be sufficient to allow ghost-killing in real data.
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4.2 Evaluation of the software

4.2.1 Monte Carlo matching

The Monte Carlo (MC) data are stored as SimTkHits [54] which are an interface
to the underlying GEANT [49] hits. GEANT propagates a particle in discrete
steps through the detector. As the stepsize exceeds the thickness of the strips it is
necessary to calculate the position of a MC hit at the middle of a strip (i.e. at ycal

= 0). This is done using the following equation:

,rrmt o ,I.in
me __in in “global “global
mglobal - mglobal + Yocal * in . oul
local Yiocal

yout o ym
me _ in in global global
yglobal - yglobal + Yiocal * “in out (410)

local — Ylocal

Z(mt o Z?n
me _ Zm + in global global
global global T Ylocal * ~— 7 out

local Ylocal

z

The index in refers to the beginning of a GEANT step, out to the end. The coordi-
nates Tgichar, Yglobals Zglobal A€ the global coordinates at the middle of the strip.

For (almost) every particle GEANT creates a shower inside the material. Some
of these shower particles create MC hits. These hits are usually not visible in the
detector because they deposit only a small amount of charge. As they are very close
to the primary particle position, the charge is superimposed. This means they fire
exactly the same set of strips as the original particle (at least in the simulation).
The task is to find hits suitable for tracking and not the position for every single

particle from a shower within one silicon layer. Characteristically a shower hit is

These hits are not used in the MC matching.
Unless indicated otherwise the Monte Carlo studies are based on tt events with a

typical track multiplicity of 50-60 tracks per event.
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4.2.2 Results: Resolutions, Efficiencies and Timing

Track and vertex finding in the Level 3 trigger depend on properly reconstructed
SMT clusters. Therefore considerable effort has gone into determining the properties
of these clusters. The results are summarised in this section.

Figs. 4.5 and 4.6 show the resolution for barrel clusters and figs. 4.7 and 4.8 their
efficiencies. The resolutions are determined by fitting a Gaussian to the central
peak of the distributions. The tails of these distributions have been ignored as
only a partial reconstruction of the event is performed at Level 3 and the trigger
efficiencies will not be significantly effected by the non-Gaussian tails.

It is unclear if the disks will be used in the trigger, but extending the code to include
the disks is straightforward and the achieved resolutions are shown in figs 4.9 and
4.10.

Definitions of terms used are given below. A summary of all resolutions is given in

table 4.1.

Definitions

Matched: In order to be considered matched the distance between the MC hit and
the corresponding reconstructed hit has to be less than approximately 3 o, where o
is the resolution of the distance between the MC and the reconstructed hits. The
exact values for each case are given with the histograms.

Efficiency is defined as the ratio of all MC hits which could be matched divided by
all MC hits with the exception of shower hits as described in section 4.2.1.
Misidentification is defined as the number of unmatched reconstructed clusters

divided by the total number of reconstructed clusters.
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Barrels: Resolutions
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Figure 4.5: Spatial resolution for the barrels: (a) difference in the angle ¢ between reconstructed
MC 1)), The fitted function is a Gaussian.
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Figure 4.6: Spatial resolution for the barrels: (a) resolution in z (plotted is the difference between
the reconstructed z-position and the MC z-position) for layers with a 90° stereo angle, (b) resolution
in z in 2° stereo layers.
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Barrels: Efficiencies and Misidentification
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Figure 4.7: Efficiency (a) and misidentification (b) for 2d clusters on axial layers. A cluster was
defined as matched if the distance between the reconstructed and the MC clusters was less than
25 um.
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Figure 4.8: Efficiency (a) and misidentification (b) for 3d clusters. A cluster was defined as

matched if the distance between the reconstructed and the MC cluster was less than 150 pm for

clusters on 90° layers and 1000 um for clusters on 2° layers. The extremely high misidentification

in the 90° layers is due to multiplexes (and their ghosts) on top of ghosts and genuinely wrong
clusters.
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Disks: Resolutions
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Figure 4.9: Spatial resolution for F-Disks. Plotted is the difference between the Monte Carlo and
the reconstructed cluster position for each reconstructed cluster. For the definiton of zjgca1 and
Zlocal See fig. 4.1.
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Figure 4.10: Spatial resolution for H-Disks. Plotted is the difference between the Monte Carlo
and the reconstructed cluster position for each reconstructed cluster.
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Coordinate Resolution

Barrels: xi5cal 6.8 um
Barrels (2°): Zgiobal 257 pm
Barrels (90°): Zgiobal 23 pm

F-Disks: Ziycal 7.5 pm
F-Disks: 2jpcal 26 pum
H-Disks: Zigcal 30 pm
H-Disks: ziocal 192 pym

Table 4.1: Summary of SMT cluster resolutions for Level 3.

Timing

As can be seen in table 3.3, there are severe time constraints on all the trigger
components. Figs. 4.11(a,b) show the time required for the clustering of 7 — upu
events with different numbers of minimum bias events added. These plots show that
with a few exceptions and even under difficult circumstances (events containing six

minimum bias events are rare) the amount of time needed for the clustering is

reasonable.

4.3 Calibration

The signal measured in each channel in the SMT consists of a pedestal and a gain.
The pedestal is the ADC count measured even if there is no signal. The gain is the
amount by which the signal increases when a channel registers a hit. Ideally the gain
is proportional to the deposited energy. In real data, unlike simulation, the pedestals
and gain vary for each channel. Due to time and memory constraints at Level 3 it
is not possible to calibrate each channel individually. Instead the pedestals for each

chip (cf. section 3.2.2) can be parametrized as a function of the strip number.
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Figure 4.11: The histograms show the number of clusters versus the time (in milliseconds) needed

for their reconstrution. The timing studies were done on a machine comparable to the machines

used in the trigger system. The total time allocated for the processing of one event is around 100
milliseconds.

Principally there are two ways of recovering the pedestals:

e From primary data acquisition (PDAQ): The pedestal is the average value in

a channel from data taken during ordinary runs.

e From secondary data acquisition (SDAQ): A charge is put on every channel to

measure the pedestals without signal. The calibration will use pedestals from

SDAQ.

Parametrizing Pedestals

In the majority of chips the pedestal distribution is flat. It is not fully understood
where the non-flat distributions (e.g. fig. 4.12) come from. A probable cause is that
the power for the chip electronics (preamplifier etc.) comes from one side of the chip
and therefore the voltage applied to the channels is not constant over the range of

a chip [55].
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Figure 4.12: Characteristic curve for a chip at the end of a ladder. The errors are from SDAQ
measurements and are highly correlated. Dead channels are characterised by an offset and ex-
tremely small errors.

The biggest source of error when fitting are dead channels. These channels have an
almost constant value and a very low error and therefore a strong influence on the
fit (see fig. 4.13(a)). Removing those channels from the fit improves it considerably
as shown in fig. 4.13(b). In order to remove the dead channels, initially the channels
with the 10 smallest errors were removed from the fit. The influence of removing
a low number of working channels during this procedure is negligible. More recent
versions of the SDAQ flag individual channels as dead, when necessary, which makes
their removal straightforward. The function used to parametrize the pedestals is a
fourth order polynomial. This parametrizes the existing data sufficiently well, i.e.
the fitted curve almost always lies within the error for each channel (fig. 4.14), but
also leaves enough flexibility should the shape of the pedestal curve change over
time.

The parametrized pedestals have been tested on real data, but the results have been

inconclusive.
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Figure 4.13: Fig. (a) shows a fit to an otherwise flat pedestal curve including the dead channels
on the chip. Fig. (b) shows a considerably improved fit on the same chip after the removal of the
dead channels.
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Figure 4.14: Difference between fitted and measure pedestal divided by the error (from calibra-

tion) on the measured pedestal. The calibration file contained 62 chips. For the vast majority of

channels the difference between the fitted value and the measured value is less than the error on
the measurement (i.e the absolute of this quantity is less than 1).

4.4 Cosmics

One of the SMT barrels was used to collect cosmic data before integrating it into the
detector. A schematic [56] of the test stand is given in fig. 4.15. The scintillators
were used for triggering and the iron plate for momentum cuts. An event was

accepted by the following trigger decisions:

(Aand B) and C  or C and D (4.11)

Not all ladders of this barrel were read out. These ladders appear as light grey in
the figures. For readout, the actual collider data readout system was used.

As a proof of principle, 500 events* of this test run were used to reconstruct tracks

4The number of events was limited by the difficulties in calibrating the detector. The calibration
file for these events was provided by R. Illingworth.
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Figure 4.15: Setup for the cosmic ray test (to scale).

originating from cosmics using the Level 3 clustering and a specialized cosmic track

finder.

A Cosmic Track Finder

Unlike tracks reconstructed during collisions, the tracks caused by cosmics in the
test-setup were straight as no magnetic field was present and they did not originate

close to x=y=0. The tracking algorithm used for cosmic tracks is as follows:
e Only clusters where information in z, y and z is available are used.

e Each hit is combined with every other hit, except when both are on the same
ladder. These combinations can be represented by a point in (tan(\), yo)-space
where tan(\) is the angle relative to the y-axis and yy the point at which the

track candidate would cross y = 0 (see fig. 4.16).

e Cuts on tan(\) and yp ensure that track candidates lie within the detector

range and are consistent with cosmics (i.e. not parallel to the z-axis).
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Figure 4.16: Variables used by the cosmic track finder.

e A track candidate is found by finding the biggest ‘cluster’ of points in (tan(\), yo)-

space.
e Minimum requirement is 4 hits on at least 4 different layers.

e A straight line is fitted (cf. Appendix A.4) to all points belonging to this

‘cluster’.

e Once an (z,y) track is fitted an attempt is made to find a straight line in (z, y)

using all 3d-clusters associated with the axial clusters used in the previous fit.

Using this algorithm 187 tracks in 500 events are found. The offline reconstruction
finds 210 tracks in the same sample [57]. This is due to better calibration, which
results in slightly more clusters and less noise. In events where both online® and
offline reconstruction find a track, they find the same track. Figs. 4.17 and 4.18
show the same (typical) event, with a reconstructed track, from online and offline
reconstruction respectively.

Fig. 4.19 shows the track residuals in x and fig. 4.20 the track residuals in z for
online reconstruction. For comparison the track residuals in z for offline reconstruc-

tion® are given in fig. 4.21. They are in reasonable agreement with the online results.

5 Any reconstruction using trigger software is referred to as ‘online’.
6Track residuals in = were not available for offline reconstruction.
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Figure 4.17: Event display for a cosmic track. Ladders which are not read out appear light grey.
In fig. (b) the lighter clusters are all possible z values belonging to the clusters used for the trackfit
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Figure 4.18: The same event as in fig. 4.17 from offline reconstruction [58].
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Figure 4.20: Track residuals in z (A(ztrack — Zetuster)) for tracks made exclusively of 2°or
90°clusters.
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Chapter 5

Analysis

5.1 Introduction

In this chapter Monte Carlo studies for lifetime measurements in the decays BY — J/1¢¢
and BY — J/¢ K*' are presented. A greater emphasis is given to B! — J/¢ ¢ as
B? mesons are currently exclusive to the Tevatron. While both decays' have been
measured at the Tevatron before, Run II presents the first opportunity to attempt
these measurements at D@. The initial measurements will provide a valuable check
for the reconstruction software by comparing the results to previous measurements
(cf. table 2.1, p. 28). Later in the run, once the detector is fully understood, more
precise measurements will help to validate predictions made by HQET as mentioned
in section 2.6.

As outlined in chapter 2, lifetime measurements form the basis for other measure-
ments, e.g. %. Investigating those require more sophisticated Monte Carlo genera-
tors than the one available at the time of writing. Section 5.7 outlines the problems
encountered and describes the implementation of a new generator which will make
these simulations possible in the future.

At the end of the chapter the results of my search for .J/i¢) mesons in the first

consistent set of real data that became available in November 2001 are presented.

'References to a decay in this chapter always refer to the charge-conjugated state as well.
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5.2 The Monte Carlo Data Sample

5.2.1 Software

Within the DO-framework there are four stages in the production of a Monte Carlo
data sample. PYTHIA [59] is used to simulate the creation of the B-mesons and the
underlying event. It also handles the decays of all particles except the B-mesons.
These are decayed by QQ [60], the CLEO event generator. The results are written
out as so-called McKineChunks, which store the four-vector and vertex informa-
tion for each particle along with links to its parent and/or daughters. The cuts in
PYTHIA are kept to a minimum to avoid distorting the momentum distributions
of the B-mesons. But to prevent excessive CPU consumption, only events which
contain the signal channel (e.g. BY — J/1 ¢) and pass certain cuts, e.g. a minimum
transverse momentum for the decay products, are selected from the PYTHIA/QQ
output for further processing.

For these events the detector response is simulated using the dogstar (DO GEANT
Simulation of the Total Apparatus Response) package. The data are then digitized
and minimum bias events are added to the signal by the d0Osim package. Output is
in the raw data format. These files can then be processed by the reconstruction soft-
ware, dOreco. Most software components include an analysis package. The results
of these analyses are written into an ntuple. While using the content of this ntuple
cannot replace a full analysis, it is a good starting point to check the quality of
the data and perform basic particle reconstruction?. The J/1) reconstruction in real
data in this chapter is based on an ntuple-analysis using the ROOT [61] software
package.

All software components at DO are still under heavy development. Once every
week all updates to the software are combined and released to the collaboration.
These software releases are huge and only a limited number of them is available at a
time. To facilitate the production and analysis of data (as opposed to software de-

velopment) certain releases are designated ‘production releases’. These releases are

2ROOT tuple analyses are an ‘approved’ D@ practice.
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supposed to be stable and only bug-fixes to the code should have been allowed. In
practice this did not always work and parts of the software would regularly display

unexpected?® behaviour.

5.2.2 Producing a Monte Carlo signal sample

D@ uses computer farms around the world to produce large amounts of Monte Carlo
data. Most of these samples are of a general nature (e.g. QCD) and not really useful
for a more specialized analysis like B? — J/1 ¢. Producing Monte Carlo data for
exclusive decay channels is slightly more complicated and so data in the b-physics
group was initially produced by individuals using local machines on request. This
proved to be very inefficient. I was involved in the efforts of the b-physics group to
use the computer farms instead. The fact that most of the B-meson decays need
a selection step as described earlier after the initial generation of data prevented a
full automation of the process. Nevertheless the first files were reconstructed on the
farms in November 2001. A close investigation of these files revealed a number of
problems, so the data sets used in this analysis have been re-made several times.
My work in this area lead to the decision to change generators after I showed that
the EvtGen generator [62] was better at modelling b-decays than the current default
generator QQ. (cf. section 5.7.1). A decision was made not to use the farms for
large scale production until the group was confident that the problems with the
generators were fully understood [63].

The 7000 signal events for each of the decay channels represent a compromise be-
tween the difficulty of producing Monte Carlo data and the need to produce results.
It should be emphasized that the aforementioned problems in producing Monte

Carlo data are purely software related and will be resolved in the future.

3Like the magnetic field changing direction.
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5.2.3 Background sample

The exact backgrounds depend heavily on the triggers used. A trigger simulation is
being developed to estimate these backgrounds, but was not available for this study.
The main background for B-meson reconstruction in both signal channels is ex-
pected to come from events containing real J/¢ which are combined with random
tracks to form fake B-mesons [11]. The ratio [71] of direct (i.e. produced during the
hard-scatter process) J/¢ and J/1¢ mesons coming from b-decays is expected to be
approximately 80 : 20. During Run I CDF found that zero-lifetime background was
the main background component in the B — J/t¢¢ lifetime measurement, with
an overall signal to background ratio [64],[71] of ~ 0.9. This background can be
considerably reduced when measuring the angular distributions in these decays by
requiring a minimum lifetime for the reconstructed B-mesons. Due to their generally
low transverse momentum muons from 7 and K decays are not expected to pollute
considerably the .J/v signal. Most fake .J/1) are a combination of a muon produced
in the hard-scatter process and a muon from a 7 or K decay. Preliminary results [65]
from Run II indicate that this background will be small. The background resulting
from reconstructing a BY decaying to J/¢ K** as B — J/1¢ ¢ or vice-versa is often
referred to as cross-talk and is discussed further in section 5.5. The branching ratios
of ‘non-resonant’ decays (e.g. BS — K*"u" ™) which result in the same final state
as the signal channels are extremely small (~ 1077 for the full decay chain) and are
not expected to pose a problem.

Even though a proper simulation of the backgrounds was not possible at this time,
as a preliminary measure all available events® containing J/v — pp were used
as background. These samples consisted of 24750 gg — J/¢¥(— pp) X and 24750
bb — J/v(— pu) X events. The second sample contained a number of signal events,
879 for BY — J/v ¢ and 4056 for BY — J/¢ K*°. As a precautionary measure these
events were not used, since there is currently no mechanism to retrieve the exact

parameters (e.g. momentum cuts, decay tables, etc.) used to generate a particular

4Courtesy of the New Phenomena group.
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file>. However in order to determine the expected event yields (see section 5.6) a
knowledge of all generator level cuts is necessary. Both signal samples were also

used as background for each other.

Monte Carlo particle masses

All particles were simulated with masses very close or identical to their values as

listed in the PDG [3]. These masses are throughout the text referred to as mg;gg’de.

They are listed in table 5.1.

J/ | 3096.87 + 0.04 MeV
o) 1019.417 £+ 0.014 MeV
K* 896.10 £ 0.27 MeV
BY 5279.4 £ 0.5 MeV
B? 5369.6 + 2.4 MeV

Table 5.1: Particle masses according to the Particle Data Group(PDG) [3].

5This is a known problem at D@.
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5.3 B? = J/p(—= ptp) ¢(— KYK)

5.3.1 Muon reconstruction

In order to reach the muon chambers a particle needs a minimum p; of 1.5 GeV.
To reduce the amount of principally unreconstructable data in the MC sample a
cut at generator level ensured that muons coming from the .J/¢) had a minimum p,
of 1.5 GeV. They were also required to have |n| < 2, equivalent to the coverage of
the muon system. All other muons were unrestricted. Fig. 5.1 shows the generated
muon p; spectrum for the 7000 B — .J/1 ¢ signal events.

The muon reconstruction is based on a match between a track reconstructed by the
central tracking system (SMT and CFT), here referred to as a ‘global track’, and a
signal in the muon system. Overlaid on the generated p; spectrum in fig. 5.1 are
the p; spectra of all muons found in the global tracks and of all those identified by
the muon system. It shows clearly that while most muons at low p; (1.5-2.5 GeV)
will leave a track in the central tracking system, they often cannot be identified as
muons by the muon system.

While the muon system has its own magnetic field and a coarse momentum recon-
struction®, the momentum of the muon candidates is that of the global tracks they
are based on. Fig. 5.2 shows the overall momentum resolution for muons. The mo-
mentum resolution depends on the absolute momentum, and will generally worsen
at higher momenta. Fig. 5.3 shows the muon p; resolution as a function of p;.

The main backgrounds for muons are expected to be cosmic rays, particles other
than muons reaching the muon chambers (punch-through) and combinatorics, where
combinatorics refer to hits in the muon chambers originating from one track being
reconstructed as two or more different tracks. While this background is expected to
pose a major problem for the triggers [66], combining information from the central
tracking system and the muon chambers will reduce this background considerably

in the offline reconstruction. Fig. 5.4 shows the purity as a function of p; for the

6The expected momentum resolution Ap/p in the muon system is ~ 20 % at threshold, wors-
ening with increasing momentum [67].
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BY — J/v ¢ sample. Except for low p; (p; < 2 GeV) muons, around 90% of all

muon candidates can be matched to an MC muon.
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Figure 5.1: Transverse momentum distribution for simulated muons, global tracks matched to

MC muons and muon candidates matched to MC muons. There was a generator level cut requiring

the muons in the signal channel to have p; > 1.5 GeV. All other muons were unrestricted, resulting
in the peak at low p;.
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Figure 5.2: Muon momentum resolution (MC momentum - reconstructed momentum). The fitted
function is a double Gaussian.
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were derived from all muon candidates with a p; of £ 0.25 GeV around the central value. As there

were fewer muons available at higher p;, the bin size was increased to + 0.5 GeV around the central

values of 4.0, 5.0 and 6.0 GeV. A Gaussian was fitted to the difference between the reconstructed
and the MC p; in all cases. Plotted is the o of each Gaussian and its error vs. p;.
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Figure 5.4: Purity: Number of matched muon candidates per p; bin divided by the number of all

muon candidates per bin. The Monte Carlo matching was based on the comparison of the generated

and reconstructed momenta with a fixed cut-off value (~ 30 of the momentum resolution). The

fixed cut-off is justified by the fact that a badly reconstructed muon (like a fake muon) is not

useful for this analysis. As the momentum resolution worsens for higher momenta (fig. 5.3), there

are a greater number of high p; tracks generated by real muons that remain unmatched, therefore
causing a slight drop in purity.
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5.3.2 J/1 reconstruction

J /1) mesons are reconstructed by combining two oppositely charged tracks, where at
least one of them has been identified as a muon by the muon system. Requiring muon
identification for both tracks significantly reduces the background, at the expense of
losing approximately half the signal (see fig. 5.5). This is due to the fact that of all
the signal events which contained at least one muon candidate, only half contained
two or more (see fig. 5.6). The invariant mass of the J/1¢ has a resolution of 0.047
GeV.

Fig. 5.7 shows the p, spectrum of the simulated J/1 and the p, spectrum of all .J /v
candidates (with a one muon requirement) which could be matched to an MC .J /1.
The J/¢ momentum resolution is shown in fig. 5.8.

A common vertex for the two tracks is found using a Kalman fitter [68]. The x?
distribution of the J/1 candidates is shown in fig. 5.9. The goal of the measurement
is to measure the B-meson lifetime which requires the reconstruction of the B decay
vertex. To reduce combinatorics J/1 candidates with a x* > 10 are discarded even
if they pass the J/¢ mass cut of m?ﬁf + 0.09GeV(~ 20).

It is possible to enhance the .J/1 signal by using the .J/¢) — e*e~ channel. While a
J/1) — eTe signal has been established in real data [69], there is no trigger for this
channel available and while studies are underway it is unlikely that it will contribute

to physics measurements in the near future.
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Figure 5.5: Invariant mass distribution for all .J/¢ candidates in the signal sample. The fitted
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5.3.3 ¢ reconstruction

The two track fit has one degree of freedom.

As DO has no particle identification apart from its muon chambers, ¢ candidates

are formed by combining opposite charged tracks which are not identified as muons.

The fact that the ¢ has a very small natural width (I" = 4.458 + 0.032MeV) al-

lows for a significant background reduction when combining a ¢ candidate with J/v

candidate to form a B?. Fig. 5.10 shows the reconstructed ¢ mass in the signal

sample. The signal resolution is dominated by the natural width of the ¢. The ¢

mass resolution itself is approximately 7 MeV.

Most reconstructed ¢ candidates have a p; > 1.5 GeV, while the p;, of the back-

ground in the ¢ mass range peaks around 1 GeV (see fig. 5.11). In order to reduce

background therefore a minimum p; of 1.5 GeV is required for all ¢ candidates.
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Figure 5.10: ¢ mass from opposite charged tracks (signal sample only). The shaded histogram
is the invariant mass of all ¢ candidates which could be matched to an MC ¢. The fitted function
is a Breit-Wigner distribution.
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5.3.4 B? reconstruction

A B? candidate is formed by combining a .J/1 and a ¢ candidate that passed their
respective cuts. The invariant mass is calculated and the four tracks are fitted to
a common vertex using a Kalman fitter. A loose x? cut of 50 is applied to remove
track combinations where the tracks obviously originate at different points in the
detector. An overview of all cuts is given in table 5.2.

The B? mass resolution is 0.028 GeV. Figs. 5.12 and 5.13 show the invariant mass
of the BY candidates for two different sets of cuts. In fig. 5.12 only a minimum
number of cuts is applied (/1 and ¢ mass cuts and .J/1 vertex cut), while fig. 5.13
shows the result after applying all cuts.

The BY mesons were produced with a minimum p; cut at generator level of 3.0 GeV.
The same cut is applied in the reconstruction. As fig. 5.14 shows the p; of the
reconstructed BY candidates peaks around 5-6 GeV and falls off towards lower p;.
If there is more than one B? candidate in the event’, candidates where the .J/¢ is
made of two identified muons are given preference. If there is no such candidate or
if there is more more than one, then the candidate with the lowest 2 is kept. The

x? distribution of the remaining candidates is shown in fig. 5.15.

"The chance that an event contains a B? and a B, which both decay to J/¢ ¢ is tiny (~ 10719).
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Figure 5.12: Invariant mass of all BY candidates after applying the J/v¢ and ¢ mass and the .J /v

x? cuts. The open histogram shows all candidates found in the complete sample (63500 events).

The shaded histogram contains all candidates found in the background sample. A Gaussian and a
constant were fitted. The peak contains approximately 1000 BY candidates.
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candidates found in the background sample. A Gaussian and a constant were fitted. The peak
contains approximately 780 BY candidates.
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Figure 5.14: Transverse momentum for generated and reconstructed BY.
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Figure 5.15: x? distribution for selected BY candidates within 0.06 GeV (= 20) of the nominal

BY mass. The four track fit has five degrees of freedom. Candidates had to pass all cuts listed in

table 5.2, except for the BY x? cut. If more than one candidate per event passed all cuts, only the
candidate with the smallest 2 was kept.
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cut reference

Mgy — mlip] < 0.09 GeV 2 o of J/1 mass resolution (fig. 5.5)
J/ fit x* < 10.0 see fig. 5.9

img —myP%] < 0.01 GeV see fig. 5.10

p; of ¢ candidate > 1.5 GeV see fig. 5.11

prefer B? candidates with two | less fake J/¢ (fig. 5.5)
identified muons

pi of B? candidate > 3.0 GeV see fig. 5.14

x? four track fit < 50.0 see fig. 5.15

choose candidate with smallest y? in | all tracks should be originating at the
four track fit same point (cf. section 2.7)

distance between primary vertex and | unphysical
secondary vertex < 2 cm

impo —mip | < 0.06 GeV 2 o of BY mass resolution (fig. 5.13)

Table 5.2: Summary of cuts used for BY reconstruction. The last two cuts are only used in the
lifetime fit.

5.3.5 Vertex reconstruction

Apart from the main interaction, each bunch crossing in the detector can produce a
number of minimum bias events which are recorded together with the main event.
The number of minimum bias events depends on the luminosity (fig. 5.16). In the
MC sample the average number of minimum bias events was set to 0.5.

Primary vertices are initially found in a tear down approach [70] using all tracks
with a transverse impact parameter significance® smaller than 3 to exclude tracks
from secondary vertices. All tracks that pass the cut are fitted together and the x?
contribution of each track is calculated. The track with the highest y? is excluded
and the fit repeated until all the remaining tracks have a x? contribution of less than

10. This procedure is then repeated with the unused tracks to find further primary

8The transverse impact parameter significance is defined as the distance of closest approach of a
track to the origin (0,0) in the z-y plane (nominal beam position) divided by its resolution. Large
impact parameters are associated with secondary vertices.
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Figure 5.16: Number of minimum bias events as a function of the luminosity and the number of
bunches.
vertices. If more than one primary vertex is found all the vertices are kept, but the
vertex with highest ) log p, is selected as the primary vertex corresponding to the
hard-scatter rather than the minimum bias event.
As the main interaction and the minimum bias vertices are usually several cen-
timeters apart, multiple primary vertices do not pose a problem for the lifetime
measurement. If the vertex reconstruction finds several primary vertices, the one
closest to the reconstructed B-meson decay vertex (secondary vertex) is chosen.
Events where there is no primary vertex within 2 cm of the secondary vertex are
discarded.
Another, albeit small, problem results from the fact that the impact parameter
cut is often not sufficient to exclude tracks originating from B-meson decays. This
introduces a slight bias towards the secondary vertex. This bias can be shown by
calculating the projection of the vertex residual onto the Monte Carlo B-momentum
(see fig. 5.17).
Fig. 5.18 shows the projected residual A7’ - p)z for the original primary vertex and
for a refitted vertex after removing all tracks used to form the secondary vertex.
The original primary vertex shows a (positive) bias towards the secondary vertex.

Refitting reduces this bias from about 14 um to about 2 pym. For all lifetime mea-
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Figure 5.17: The reconstructed and MC primary vertex and the MC B-momentum.

surements the refitted vertex is used.

Figs. 5.19 and 5.20 show the resolutions in = and z for all the primary vertices in

the signal sample and fig. 5.21 for the secondary vertices. In the case of the primary

vertex two Gaussians were fitted to the distribution. The o of the inner Gaussians

are 32 pym in xz and 38 pum in 2. The resolutions for the secondary vertices, which

were fitted with a single Gaussian, are 40 gm in x and 50 gm in z.
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Figure 5.18: Projected residual for the primary vertex.
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Figure 5.19: Primary vertex resolution (MC-vertex - reconstructed vertex) in z. The sample
contained 7000 events. In five events no primary vertex was found. Two Gaussians were fitted to
the distribution.
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Figure 5.20: Primary vertex resolution (MC-vertex - reconstructed vertex) in z. Two Gaussians
were fitted to the distribution.
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Figure 5.21: BY secondary vertex resolution with a fitted Gaussian.




5.3 The reconstruction of B — J/v¢ ¢ 94

5.3.6 Lifetime

The decay length d in the laboratory frame is the distance between the secondary

and primary vertex position:

—

d= fprimary - fseconda,ry (51)
It is related to the proper decay length L by
d=pyL (5.2)

where 5 is the velocity of the B-meson and v =1/4/1 — 2. Using j'= gfymB gives

i=L1 (5.3)
mp

The proper lifetime and proper decay length only differ by a factor of ¢ and are used
interchangeably.

Equation 5.3 does not take into account that the reconstructed decay length d and
the B-momentum § will not always be proportional (or parallel) to each other. When
measuring a lifetime, therefore the projection of the decay length vector d onto the

B-momentum is used:

—

L= ’?f “mp (5.4)

L is a signed variable. A negative value indicates that p" and Jpoint in ‘opposite’
directions and the B-meson seems to decay before it was produced. This is especially
common for short decay times: For a particle with zero lifetime, L should result in

a Gaussian distribution peaked at zero.
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The error on the lifetime is

- T -
m R - 2(d-p) - 2(d-p) -
o) = ﬁTvdp+(d— (pﬂp) vp(d— (2%) +(d- 70" (mp)

(5.5)

where V, and V,, are the covariance matrices of d and 7 and o(my) is the error on
the B-meson mass. A derivation of eq. 5.5 can be found in Appendix A.3. Both
the B? and the BY) masses are known to an accuracy of 0.05% (see table 5.1), and
therefore their contribution is negligible. The main contribution to the error in the
lifetime measurement is the error in the vertex measurement.

As well as the full three-dimensional decay length the so-called transverse decay
length L,, has been used in lifetime measurements [71]. Here, instead of using the
full decay length and B momentum, only the transverse components are used, which
leads to

_dy - i

zy — 5 mp (56)

i

L

Using L,, instead of L can be an advantage if the vertex resolution in z and y is
considerably better than in z. According to figs. 5.19, 5.20, and 5.21 this is not the
case here and, as figs. 5.22(a) and 5.23(a) show, the lifetime resolution for the two
and three-dimensional case are comparable. Figs. 5.22(b) and 5.22 (b) show the
difference between the MC and the reconstructed proper decay length divided by
its error. A o of &~ 1.4 indicates that the calculated error values are too small, but
not completely unreasonable. When performing a fit on the data this will be taken

into account by allowing a scale factor for the error to float with the fit.
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Figure 5.22: (a) Proper decay length resolution (reconstructed proper decay length-MC proper

decay length) for B? — J/v ¢. If the event was a background event the MC proper decay length

was set to 1000.0 which causes the excess of events in the underflow bin. (b) Difference between

the MC proper decay length and the reconstructed proper decay length divided by the error on
the proper decay length according to eq. 5.5. In both histograms a Gaussian was fitted.
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Figure 5.23: (a) Transverse decay length resolution. (b) Difference between the MC transverse
proper decay length and the reconstructed transverse proper decay length divided by its error.
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5.3.7 Fitting

In order to extract the B-meson lifetime, an unbinned maximum likelihood fit is
performed on the data. A brief description of this technique is given in Appendix
A.5. Tt also lists all probability density functions used in full.

The probability density function for the lifetime of a particle is an exponential decay.
The error on each measurement is taken into account by folding this exponential
with a Gaussian. The resulting function F is given in eq. A.30.

The background is assumed to be a Gaussian peak G around zero with a non-
Gaussian tail on the positive side. This tail is mainly caused by other long-lived
particles (D, A;) that are mis-reconstructed as B-mesons. The fractions of back-
ground events in the tail and the peak are denoted by f, and (1-f,).

The likelihood function £ for each event is then

»Cz' == Nsigf(Lia (Il|)\) + Nbgﬁbg (57)

where N, is number of signal and N, the number of background events. The L;
are the reconstructed lifetimes with their errors o; and ) is the B-meson lifetime.

The likelihood function Ly, for the background is given by

o Lil Mt
Loy = (1~ f+)G(Li,0i) + f+ h\ (5.8)
+
The extended likelihood fit then maximises
Z IOg ‘Cl - Nsig - Nbg (59)

The sample itself is divided in a background (‘sidebands’) and signal part. Any

B?-candidate with mig” — mg;]?)(:

< 0.06 GeV is defined to be in the signal re-
gion. The sidebands comprise masses between |mi5s® — mjg“| > 0.06 GeV and
|mige® — m];?G\ < 0.4 GeV. The signal region still contains background events, while
the sidebands are supposed to be background only. The shape of the background
distribution can be found by fitting the background part L, of the likelihood func-
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tion to the sidebands. It is assumed that it will have the same shape in the signal
region. For practical purposes this fit was implemented as an extended likelihood
fit as well, even though it only contains one component. The fitting routine then
simultaneously fits the background likelihood function to the sidebands and the full
likelihood function to the signal region. The proper decay length distributions for
the signal region and the sidebands are shown in figs. 5.24 and 5.25.

The results from the full fit are given in table 5.3. The 7000 signal events correspond
to ~0.12 fb~! of data. The fit finds a B? lifetime of 1.488 ps (¢ = 446 pum) with an
error of 0.063 ps. The simulated lifetime was 1.464 ps (439 pum). The current error
[3] on the B? lifetime is 0.062 ps. The real measurement on 2 fb~! will suffer from
more background events, but will also have higher statistics. As long as it it possible
to model the lifetime distribution of the background events correctly D should be

able to improve the current measurement in this channel.

Apo Lifetime of B 1.488 £ 0.0063 ps
Error scale factor 1.78 £ 0.11
A, Lifetime of positive tail 1.187 4+ 0.127 ps
f+ Fraction of background events in positive tail 0.69 + 0.05
Number of signal events 701 £ 39
Number of background events in signal region 59 £+ 30
Number of events in sideband 191 + 14

Table 5.3: Results from the unbinned maximum likelihood fit for the BS lifetime. The Bg was
simulated with a lifetime of 1.464 ps.
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Figure 5.24: Proper decay length distribution for events in the signal region. Note that the fit was

an unbinned likelihood fit, so the fit function is plotted with a fixed value for the resolution, while

during the fit the individual error for each entry is used. The upper curve is the full likelihood

function (signal and background), the lower curve is the background contribution in the signal
region.
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Figure 5.25: Proper decay length distribution and fitted function in the sidebands.
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54 BY— J/¢Y(— ptp) K*(— KTn™)

The reconstruction of B — J/¢ K*' is very similar to B? — J/1¢ ¢ with the K*
taking the place of the ¢. In fact both channels will always contain a small contri-
bution of each other as background (section 5.5).

The lack of particle identification adds a complication to the reconstruction of the
K*%(— K*r~) as there are now two possibilities to assign the K and the 7 to each
combination of opposite charged tracks. As fig. 5.26 shows, in general if the particle
masses are assigned correctly the invariant mass of these tracks will be closer to the
nominal K** mass than in case of a wrong assignment. If both track combinations
pass the K*° mass cut, then the combination with a mass closer to m];D(g is used.
The reconstructed K*® mass is dominated by the natural width of the K*° of 50.7
MeV + 0.6 MeV (see fig. 5.26). The natural width of the K* is approximately 10
times bigger than the natural ¢ width, so the background when combining a K*'
and a J/1 candidate to form a BY is considerably higher. Fig. 5.27 shows that even
in the signal sample the BY signal is almost swamped by the background if only a
J/¢ and a K** mass cut are applied.

Similar to the ¢ reconstruction a p, cut of 1.5 GeV is applied to the K*° candidates
to reduce background (fig. 5.28).

The J/v and K*° candidates are combined to form BY and a vertex of all four tracks
is fitted. The secondary vertex resolutions of 38 ym in z and 53 um in z (fig. 5.29)
are comparable to those found in the B reconstruction.

As before candidates with two identified muon candidates are given preference and
for multiple candidates in an event, the one with the smallest y? is used. A summary
of all cuts used to reconstruct BY mesons is given in table 5.4. The x?* distribution
of the selected BY candidates is shown in fig. 5.30.

The invariant mass for candidates passing all cuts is shown in fig. 5.31. The mass
resolution of the BY is 0.037 GeV.

For the measurement of the proper decay length a refitted primary vertex as de-

scribed in section 5.3.5 is used. The proper decay length resolution for the BY
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candidates is shown in fig. 5.32.
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Figure 5.26: (a) Invariant mass distribution for matched K* for the correct assignment of K
and 7 masses to their respective tracks and (b) the same candidates with the K and 7 masses
swapped. In (a) a Breit-Wigner distribution was fitted.
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Figure 5.27: Invariant mass of all BY candidates after applying the J/¢ and K*° mass cuts for
the signal sample only. Unlike in the B — J/¢ ¢ channel the signal is almost swamped by the
background.
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Figure 5.28: K*? transverse momentum distribution. Fig. (a) shows the momentum distribution
of all simulated K*° in the signal channel. The shaded histogram is the momentum distribution
of all matched K*® candidates. Fig. (b) shows the p; distribution for background in the K*° mass

window (mppg £ 0.07 GeV).

Nent = 589 Nent = 589
Under= 11 Under= 27
1S C Over = 7 I 50? Over = 20
= 70 C Constant = 53.43 + 3.369 = - Constant = 35.48 + 2.547
o C Mean =0.000131 + 0.0001765| o r Mean =0.0001575 + 0.0002483
:' C Sigma =0.003848 + 0.0001754 :' 40; Sigma = 0.005274 + 0.0002903
Z 60 pd L
501~ L
r 30?
401 B
30F 201~
201 r
F le
10 L
:I—M o b b b == (oo V_H!_\
-0.02-0.015-0.01-0.005 0 0.005 0.01 0.015 0.02 -0.03 -0.02 -0.01 0 0.01 0.02 0.03
cm cm

(a) resolution in x

(b) resolution in z

Figure 5.29: BY secondary vertex resolution in = and z with a Gaussian fitted in both cases.
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Figure 5.30: BY x? distribution. The four track fit has five degrees of freedom. BY candidates
had to pass all cuts listed in table 5.4 including the BY mass cut, but not the BY x? cut. If more
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Figure 5.31: Open histogram: Invariant mass of B} candidates (in signal and background sample)
after applying all cuts listed in table 5.4. Shaded histogram: Same for background sample only.
The fitted function is a Gaussian and a constant.
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Figure 5.32: (a) Proper decay length resolution (reconstructed proper decay length-MC proper
decay length) for BY — J/¢ K*°. If the event was a background event the MC proper decay length
was set to 1000.0 which causes the excess of events in the underflow bin. (b) Difference between
the MC proper decay length and the reconstructed proper decay length divided by the error on
the proper decay length according to eq. 5.5.
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cut reference

Mgy — mlip] < 0.09 GeV 2 o of J /1 mass resolution (fig. 5.5)
J/ fit x* < 10.0 see fig. 5.9

im0 — mp5 | < 0.07 GeV see fig. 5.26

prefer K** candidates with mass closer | see fig. 5.26

to mbD¢

p; of K** candidate > 1.5 GeV see fig. 5.28

prefer B) candidates with two | see fig. 5.5
identified muons

pi of BY candidate > 3.0 GeV analogous B? reconstruction

x? four track fit < 50.0 see fig. 5.30

choose candidate with best x? in four | cf. section 2.8
track fit

distance between primary vertex and | unphysical
secondary vertex < 2 cm

imye — mipg“| < 0.07 GeV see fig. 5.31
d d

Table 5.4: Summary of cuts used for BY reconstruction. The last two cuts are only used in the
lifetime fit.

5.4.1 Lifetime

reco PDG
0o — Mpo
Bd Bd

The higher background in the BY signal region (|m < 0.07GeV) requires
a more complicated function to model the background contribution than in the
case of the BY. The likelihood function for the background now consists of a central
Gaussian with two exponential tails. The tail for positive lifetimes contains a number
of long-lived particles misidentified as a BY, while negative lifetimes are mostly due
to the decay of short-lived particles or random combinations of four tracks. The
parametrization of the background as a negative exponential is based on previous

analyses [71] and does not represent any physical process. Therefore the fraction of

events in both tails can be different. The likelihood function for the background is
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then given by

Loy = (1= fyr = f)G(Li,04)

AL >0, (5.10)
Lk

A

LEP= e, <.

where f and f, are the fraction of events in the negative and positive tails. The
sidebands are defined as Bg candidates with masses mp fulfilling 0.4 GeV > |mr§8° —
d

mP?G\ > 0.07 GeV. The likelihood function for the signal is the same as before.

B

Thg lifetime distribution for the BY candidates that pass all cuts given in table 5.4
is shown in fig. 5.33. Fig. 5.34 shows the lifetime distribution of the sidebands.
The fit finds a B lifetime of 1.598 ps + 0.080 ps. The simulated lifetime was 1.538
ps. The full results of the fit are given in table 5.5. Current lifetime measurements
for the BY yield 1.548 4+ 0.032 ps. Again, the Monte Carlo measurement was limited
by the size of the data sample. With an expected event yield of ~ 30000 events in

Run II an improvement of the BY lifetime measurement in this channel should be

possible.

Apo Lifetime of BY 1.598 £ 0.080 ps
Error scale factor 1.60 + 0.52
A4 Lifetime of positive tail 0.947 + 0.050 ps
f+ Fraction of background events in positive tail 0.42 + 0.02
A_ Lifetime of negative tail 1.424 + 0.547 ps
f— Fraction of background events in negative tail 0.24 + 0.07
Number of signal events 600 £+ 32
Number of background events in signal region 219 £ 27
Number of events in sideband 1122 £ 30

Table 5.5: Results from the unbinned maximum likelihood fit for the Bg lifetime. The simulated
lifetime was 1.5388 ps (461 um).
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5.5 Cross-talk

In a detector without particle identification interpreting a K as a m or vice-versa
can lead to confusing ¢ — K+TK~ with K** — K*7~ decays. This can lead to
confusion between the two signal channels B? — J/¢ ¢ and BY — J/¢ K*°.

In fig. 5.35 the mass distributions for an equal number of BY — J/¢ ¢ and
BY — J/¢ K*Y events reconstructed as B? and BY are shown.

The probability of a B? to be confused with a BY is 1.5% while for a BY to be
reconstructed as a BY it is only 0.16%. But while per meson it is more likely for a
B? to fake a BY than vice-versa, there are considerably less BY than BY produced at
the Tevatron (BY : B) ~ 1:3). Also the branching ratio for the full decay chain of
BY — J/v ¢ (2.7 x 107°) is approximately half the B} — .J/1) K*' branching ratio
of 5.8 x 107°. Taking into account the reconstruction efficiency for BY — J/¢ ¢ of
10% and an 8.5% efficiency for B} — .J/¢) K*° the expected contamination through
cross-talk is 9.0% in the BY signal and 2.8% in the BY signal.

5.6 Event yields

The error on the lifetime measurements will depend on the number of signal events
D@ will be able to reconstruct. In this section I give an estimate for the expected
event yields in both signal channels for an integrated luminosity of 2 fb~!.

As mentioned in section 2.9 there is a discrepancy between the predicted and the
measured bb cross-section. For calculations here the number of bb pairs used is
2 x10'.

The main trigger for both signal channels will be a di-muon trigger. As no full
trigger simulation was available, the trigger efficiency quoted here is an efficiency
for the Level 1 trigger. It was calculated from a simulation for B} — J/¢ K?, a
decay which relies on the same triggers as the signal channels. The sample contained
1000 events, with a minimum p; of 1.5 GeV and |5| < 1.6 for both muons [11]. No
studies had been done for the Level 2 and 3 triggers. Generally lower luminosities

(as currently seen at the Tevatron) favour b-physics at trigger level.
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Figure 5.35: Cross-talk: Reconstructing B — J/v ¢ as BY — J/¢ K*° and vice-versa. Fig. (b)
contains 11 entries in the BY mass range. Fig. (d) contains 105 entries in the B} mass range.

It is also assumed that events which did not pass the generator level cuts will not
be reconstructed. As these cuts (pj > 1.5GeV, |n,| < 2) mostly represent the
detector acceptance, it is indeed unlikely that any of these events could be seen in

the detector.
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All input factors are summarized in table 5.6. The resulting event yields are 6000

fully reconstructed events for BY — J/v ¢ and 30000 for B} — J/¢ K*°.

integrated luminosity Run 11 2 fh!

o (bb) 100-158 b
total number of bb pairs (2-3) x10t
fragmentation fraction f; 0.160 + 0.044
fragmentation fraction fy 0.375 £ 0.023

Branching fraction BY — J/¢ ¢
Branching fraction B} — J/¢ K*°
Branching fraction J/v¢ — putpu~
Branching fraction ¢ — KTK~

Branching fraction K% — K*n~

(9.3 + 3.3) x 10~
(1.50 + 0.17) x 10°*
(5.88 + 0.10) %

(49.2 + 0.7)%

66 % (K*° — K ~ 100%)

Trigger efficiency 0.3

B? Percentage of events that pass cuts at generator level 12 %
B? Reconstruction efficiency (of sample with cuts) 0.1

BY Percentage of events that pass cuts at generator level 14 %
BY Reconstruction efficiency (of sample with cuts) 0.085
Event yield BY — J/v¢ ¢ 6000
Event yield BY — J/¢ K% 30000

Table 5.6: Event yields for Run IT a. All branching fractions are taken from [3], the fragmentation
fractions from [30] and the cross-section from [11]. Note that there is a large error (~35%) on the
B? branching fraction. The trigger efficiency is based on studies for B} — J/¢ K% which relies on
the same di-muon trigger as the signal channels [11]. The reconstruction efficiency used is based

on the results of this thesis.

5.7 Angular distributions

5.7.1 Generators for b-physics

When I started looking at the angular distributions in the decay B? — J/1 ¢ (with

J/ — ptp~ and ¢ — KTK ™) I found that they were simulated incorrectly by the
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QQ version available at FNAL. Taking into account that CLEO stopped supporting
QQ, I looked into using the BABAR event generator EvtGen [62] instead.

EvtGen is available as a public release or on request directly from the BABAR
repository. As a recent development it is, like the vast majority of the D@ software,
written in C++ while QQ still uses Fortran. The software structures at BABAR
and DO are very similar, so the conversion of EvtGen into a D@ package was
straightforward, with only minor adjustments to account for the stricter compiler
options at D@. A major difficulty arose however from the fact that EvtGen uses
JetSet [59] and PHOTOS [72] for fragmentation and final state radiation in some
of its decays. Based on its own decay table EvtGen creates a new limited decay
table for JetSet which replaces the default JetSet decay table. This is done during
run-time to reflect any changes made to the EvtGen decay table. The fact that
EvtGen was developed using JetSet 7.4 while DO uses PYTHIA 6.155 [73] (merged
with JetSet) required major modifications in the code that generates the modified
decay table for JetSet to conform with the more detailed standard set by the new
PYTHIA. It also required an update of the particle codes in the EvtGen decay table.
Other modifications included changing real type variables to double precision in all
Fortran code and renaming a number of common blocks to conform with the new
PYTHIA standards. A detailed overview of the porting of EvtGen to D@ can be
found in [74].

EvtGen originally only decayed B mesons. A decay table including B? mesons was
developed by CDF [75] and is now also used at DQ.

When I stopped active code-development in order to finish this thesis EvtGen ran
as a stand-alone executable on Linux and IRIX platforms and initial tests (see figs.
5.36 and 5.37) looked promising. Fig. 5.36 shows the (wrong) transversity angle
distribution as simulated by QQ, while fig. 5.37 shows that the distributions for
the two C P-eigenstates are correctly simulated by EvtGen. EvtGen has now been
fully integrated into the DO framework [76] and will replace QQ as the default event

generator in the near future.
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Figure 5.36: Transversity angle of one of the C' P-eigenstates in BY — J/1 ¢ as simulated by QQ.
The distribution is flat. The curves represent the expected distributions for CP even (1 + cos? )
and CP odd (1 — cos? §) decays.
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Figure 5.37: Transversity angle for CP even and odd BY — J/v ¢ events in EvtGen fitted with
the appropriate distributions (see section 2.7).
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5.7.2 Shaping angular distributions

To disentangle physics effects from detector contributions when measuring an angu-
lar distribution, the influence of the reconstruction on the shape of the distribution
needs to be known to a good extent. For example the kinematic cuts (p} > 1.5) will
introduce a parabolic shape to an otherwise flat distribution (see fig. 5.38).

The more difficult problem is the shaping introduced by more subtle detector effects,
like dependence of the reconstruction efficiencies on the momentum of the particle,
making it often impossible to reconstruct low-momentum particles. Fig. 5.39 shows
the generated and the reconstructed cosf; spectrum for the B — J/¢ ¢ sample
with an additional lifetime cut of L > 50 pym. A lifetime cut will reduce the back-
ground without distorting the transversity angle distribution. The reconstructed
spectrum does not reproduce the generated spectrum completely, but there are also
no significant differences (e.g. an asymmetric distribution). While this cannot re-
place a full analysis, it indicates that D should be able to investigate the different
C P-eigenstates in BY — J/1 ¢.
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Figure 5.38: A flat transversity angle distribution at generator level. Fig. (a) shows the generated
distribution (by QQ) without any cuts. Fig. (b) shows the same sample when requiring that the
muons from the J/¢ have a transverse momentum of at least 1.5 GeV.
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Figure 5.39: Transversity angle distribution in the BY — J/v ¢ signal sample. Fig. (a) shows
the generated distribution, (b) shows the reconstructed distribution for BY candidates passing all
cuts listed in table 5.2 and an additional cut of L > 50 um.

5.8 J/v reconstruction using real data

The first major set of data comprising 5.8 million reconstructed events was taken
between August and October 2001. During this time, the fibre tracker was not opera-
tional, so the muons used were reconstructed by the muon system alone. There is
no match between tracks found in the Silicon Microstrip Tracker and those in the
muon system, as only tracks with a low transverse momentum (p, < 2.5 GeV)
were reconstructed in the SM'T, while the muon reconstruction required a minimum
transverse momentum of 3 GeV.

The complete data set contained 47389 events with two or more muon candidates.
To ensure a minimum momentum resolution, only muon candidates with hits in
all three layers of the muon system were used. This left 3060 events, which still
included a number of tracks without stereo information. After excluding these muon
candidates, fig. 5.40 shows the invariant mass distributions for muon pairs with
opposite and same signs.

The background can be reduced by requiring that both muon tracks originate within

3 cm of the primary vertex. This mainly reduces the random combinations which
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result in the peak at low masses. The peak at m,, > 6.0 GeV is due to combinations
of muons from different quarks and cosmics which are reconstructed as opposite sign
muon pairs as there is no matching to global tracks [77].

Fig. 5.41 shows the transverse momentum vs. the invariant mass of the muon pairs.
Due to the minimum p; of the muon candidates enforced by the reconstruction there
are no pu-combinations with low invariant masses and low momenta. A required
minimum transverse momentum of 5 GeV for the ppu-combinations will reduce the
background further, without diminishing the signal. The 7 distribution in fig. 5.42
shows an excess of candidates in the range 1 < |n| < 2 for both types (same sign,
opposite sign) of muon pairs. This was due to problems in the central muon chambers
(In] < 1), while the forward muon chambers were working as planned. To reduce
background only muon pairs with 1 < 2.1 were used.

Fig. 5.43 shows the invariant mass distribution after all cuts. Fitted to it was a
Gaussian for the signal and a straight line for the background. The signal peak
contains 610 J/1. It peaks at 3.54 GeV with a o of 0.97 GeV. The bias towards a
higher mass than the nominal .J/¢ mass of 3.09 GeV is expected to disappear when
the full reconstruction is used. The width of the peak is within 20 % of the MC
expectation of 0.81 + 0.08 GeV [67].
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Figure 5.40: Invariant mass distribution for muon pairs using minimal cuts only.
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Figure 5.41: Transverse momentum vs. invariant mass of muon pairs. Only events with at least
two muon candidates with hits in all three layers of the muon system were used.
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Figure 5.42: Pseudo-rapidity n vs. invariant mass of muon pairs. Only events with at least two
muon candidates with hits in all three layers of the muon system were used.
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Figure 5.43: Invariant mass distribution for muon pairs after applying all cuts.
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Chapter 6

Technology transfer

6.1 Introduction

Traditionally High Energy Physics (HEP) is very research orientated and few at-
tempts are made to exploit its potential for commercialisation.

The recently completed analysis of the human genome emphasizes the need for new
methodologies in high throughput macromolecular separation and analysis. Possi-
ble contributions of HEP in this area include pattern recognition, simulations, signal
processing, instrumentation (e.g. photon detectors), electronics and computing.
The HEP group at Imperial College has a number of projects aimed at the transfer
of HEP technologies into other areas, emphasizing the use of HEP technologies in
industrial applications.

The pDiaGene project which is described in this chapter concerns the development
of a high throughput DNA sequencing chip. As part of my work for uDiaGene I
developed MEDUSA, a simulation package to model the movement and detection of
DNA bands on a UV transparent chip.

The chapter begins with a short introduction to DNA sequencing, followed by an

overview of the uDiaGene project. The last section of this chapter describes MEDUSA.
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Figure 6.1: DNA structure (Picture taken from [79])

6.2 DNA sequencing

6.2.1 The DNA helix

Deoxyribonucleic acid (DNA) forms the genetic material in all cells. It forms a right-
handed double helix consisting of a sugar-phosphate backbone with four different
types of bases attached to it (fig. 6.1). Its structure was first described in 1953
by Watson and Crick [78]. The bases are located inside the helix, held together
by hydrogen bonds. The four bases are: Thymine(T), Adenine(A), Cytosine(C)
and Guanine(G). Thymine always couples to Adenine and Cytosine to Guanine (fig.

6.2).

6.2.2 Traditional DNA sequencing

In order to understand the genetic code described in DNA it is essential to determine

the sequence in which the four bases appear. This is done by using electrophoresis




6.2 DNA sequencing 120

Base pair
Guanine Cytosine
@] NH»
g H hydrogen bonds (I:
/N\C/ N N/ \C/H
=y .
T/ \NVC\T'/H PN H
|
H H H
Adenine Thymine
NH» [ O
(!: hydroger bonds H g HaC
//N\C/ \N \N/ \C/ 3
N L]
T/ \N/ H o% N SH
! y

Figure 6.2: The four bases (Picture taken from [79]).

in sequencing gels. Sequencing gels are designed to fractionate negatively charged
single-stranded DNA fragments according to their size. The most commonly used
gels are polyacrylamide for small and agarose for large fragments up to 20000 base-
pairs. Agarose is a polysaccharide obtained from seaweed. Agarose gels have the
advantage of being non-toxic, while polyacrylamide can contain free acrylamide,
a neurotoxin. As oxygen inhibits the polymerization process, the preparation of
polyacrylamide gels is significantly more complicated than of agarose gels, which
are obtained by melting the agarose in the desired buffer.

Electrophoresis is based on the migration of ions in an electric field. The charge to
mass ratio of DNA fragments is constant, i.e. the electrophoretic mobility of DNA
in free solution is independent of its molecular weight. The separation of fragments
of different lengths in sequencing gels is a result of the movement of the fragments
through the pores of the gel. Small fragments suffer less resistance to their movement

than larger ones and are therefore faster. Once the size of the fragments exceeds
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Figure 6.3: Traditional DNA sequencing (schematic).

the pore size the mobility becomes size-independent and no further separation is
possible.

All sequencing methods require the separation of the helix into two strands. This can
be done chemically or by using heat. In order to retrieve a sequence it is necessary
to obtain fragments of the original DNA or its copies which end in a predetermined

type of base-pair. The two most common ways to achieve this are outlined below.

The Sanger or chain termination method

The Sanger [80] method requires a number of reagents:

— Deoxynucleoside triphosphate (ANTP): A base N (N=A G,T,C) and its part

of the sugar-phosphate backbone.

— DNA polymerase: An enzyme which in the presence of ANTP has the ability

to synthesize a complementary copy of a single-stranded DNA template.

— Dideoxynucleoside triphosphate (ddNTP): One OH group of the dNTP is re-
placed by a hydrogen atom. If a ddN'TP is added to a growing strand of DNA

the polymerase induced synthesis of new DNA is stopped.

— Primer: A short DNA fragment (15-25 bases) which complements the target
strand from which the synthesis of the copy starts. It can carry a radioactive

(or other) label.
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The reaction is initiated by a primer and the DNA polymerase starts adding ANTP
to one predefined side of the primer. The reaction is carried out in the presence of a
low concentration of one type of dANTP. When a ddNTP molecule is added to the
growing strand the DNA polymerase cannot add further bases and the strand growth
will stop here. By using ddNTP of the four different types, the polymerase produces
partial copies of the original strand which end in a specific type of base. These
fragments are then sequenced. The results are obtained by audioradiography using

large sheets of X-ray film. Fig. 6.3 shows a schematic outline of an audioradiograph.

The Maxam-Gilbert or chemical sequencing method

The DNA strand to be sequenced must be radioactively labeled at one end. Chemical
reagents which alter one type of base are added. The altered base can then be
removed from the sugar-phosphate backbone and the strand is cleaved at the sugar
residue lacking the base. This produces DNA fragments of different sizes ending in a
specific type of base pair according to the chemical used in step one. The sequencing

and detection is analogous to the Sanger method [81].

6.2.3 Capillary electrophoresis

Capillary electrophoresis has become increasingly popular as an analysis technique.
Compared to other electrophoresis techniques it allows the analysis of small sample
volumes and the usage of high voltages which lead to faster separation times [82].
Another advantage is the possibility to use the ability of DNA to absorb UV light
for detection, hence no markers are required. A patent for the intrinsic imaging of

DNA was filed by Hassard et al. (Imperial College) in 1995 and granted in 1999 [83].
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6.2.4 Lambert-Beer’s Law

The absorption of light by a solution with a concentration ¢ is described by Lambert-

Beer’s law
I =TIy x 10~ (6.1)

where [ is the intensity after the light passed through the sample, I, the initial
intensity, p the path length the light travels through the solution and k(\) is the
wavelength-dependent absorption coefficient. Fig. 6.4 shows the change in intensity
at a wavelength A = 260 nm as a function of the concentration. Lambert-Beer’s law
is only valid for low concentrations (< 0.01 mol/l), before the interaction between
the molecules causes an artificial increase in absorption [84]. Typical concentrations
of DNA bands to be analyzed are 10-50 ng/ul where 50 ng/ul single stranded 2000
base-pair DNA corresponds to ~ 8 x 10~® mol/l.
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Figure 6.4: Connection between concentration and change in intensity for Lambert-Beer’s law
for three different path lengths (150, 250 and 350 pm).
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6.3 The puDiaGene Project

6.3.1 Efficiency of capillary electrophoresis

Separations are based on differences in electrophoretic mobilities.

A theoretical plate is defined as the distance necessary to achieve complete separa-
tion of two fragments and the efficiency of a separation device is often measured in
the number of theoretical plates. An efficient separation device has a high number
of theoretical plates. In the simplest model [85] the number of theoretical plates N
is connected with the electrophoretic mobility pu, the diffusion D, the time ¢ and the
electrical field E by

ulE*t
2D

N = (6.2)

This means the applied voltage is a determining factor for the efficiency of a device.
The voltage is limited by the ability to dissipate the Joule heat that is generated as
a result of the electric current passing through the electrophoresis buffer. Cooling is
essential as temperature gradients can induce density gradients in the electrophoretic
matrix. The electrophoretic mobility p of the sample will depend on the tempera-
ture. If the average temperature in the sequencing gel exceeds a certain limit, then
the sample may disintegrate.

The time ¢ for a solute to migrate through a device of length L with an applied
voltage V' is

LQ

t=——
uV

(6.3)

In order to sequence large amounts of DNA ¢ and therefore L should be small.
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Figure 6.5: pDiaGene schematic.

6.3.2 Status of the yDiaGene project

pDiaGene aims at combining several macroscopic technologies at chip® level.

Instead of using capillaries the separation of the fragments will take place in channels

etched into a 4x4cm wafer. The detection of the DNA fragments in uDiaGene is

based on the intrinsic absorption of UV light by the DNA molecules. A schematic

view of pDiaGene is shown in fig. 6.5. The light source will be a laser or a Deu-

terium lamp combined with a filter. The chip has to be UV transparent and a good

heat conductor to allow effective cooling. Several materials for the chip are under

investigation:

— Sapphire with channels etched directly into the sapphire.

— Sapphire with a polymer layer on top. The channels are etched into the poly-

mer, so that the channel walls consist of the non-UV transparent polymer and

'In this context ‘chip’ refers to a 4x4cm wafer (see also fig. 6.5).
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the channel base is sapphire.

— Polydimethylsiloxane (PDMS) and PDMS coated with nanocrystalline dia-

mond.

A silicon pixel detector is being developed at the University of Cagliari (Italy). As

a fallback solution a commercial CCD [86] is being tested at Imperial College.

6.3.3 Algorithms developed for yuDiaGene

A typical measurement in pDiaGene consists of several hundred readout periods.
This can be used to reduce errors on the measurement or to enhance the signal to
noise ratio. Two algorithms adapted from HEP were proposed in the context of
pDiaGene. They are outlined below. In both cases the velocity of the fragments is
assumed to be constant or at least well understood. Detailed descriptions can be

found in [87] and [88].

Vertexing Algorithm:

In each readout period the bands passing the detector appear as a drop in photo-
current. If these minima are plotted in a space-time diagram, background signals
will appear as randomly distributed points, while the fragments passing through the
area covered by the detector will produce straight lines (see fig. 6.6). The slope of
these lines represents the velocity of a fragment. As all the bands start at the same
point in time and space these lines will have a common vertex. A fit to this vertex
reduces the error on the fit of the velocities. This algorithm is currently used to
evaluate measurements made with a test setup [89] at Imperial College. The test
stand consists of an agarose filled fused-silica capillary for the electrophoresis and
a silicon pixel array for detection. The light source is a Deuterium lamp combined
with a filter. The Imperial College group has shown that they can achieve a one
basepair resolution in agarose between fragments consisting of up to 400 basepairs.

This was a significant step towards a proof of principle for the pDiaGene project.
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Figure 6.6: Vertexing Algorithm: Space-Time diagram from a capillary measurement at Imperial
College [90]. Each point represents a minimum found in one readout period of all the pixels.

Velocity sorting algorithm:

In contrast to the Vertexing Algorithm, the Velocity Sorting Algorithm does not
require detectable minima in the photo-current. Instead, for each readout period
the pixels are associated with the velocity a band would have had, if it had reached
the pixel at this time. This requires a well-defined starting point for the sample.
For each measurement each velocity is associated with a weight. This weight is the
difference between an unshadowed photo-current and the measured photo-current.
The weighted velocities are then histogrammed. As the noise component is as likely
to be positive as it is to be negative compared to the unshadowed current, only the
real velocities will be accumulated, while the integrated noise in a given range of
velocities grows much more slowly. This leads to an excellent signal to noise ratio

(see fig. 6.7).
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Figure 6.7: Velocity sorting algorithm. The left picture shows a simulated spectrum of one pixel

in an array. The signal produced by two bands passing the detector (indicated by the arrows) is

of almost the same size as the noise. The right picture shows the reconstructed velocities using

the Velocity Sorting Algorithm. The data were simulated using MEDUSA described in section 6.4.

Both the signal and the unshadowed photo-current were smeared with random noise for photons
and electrons.
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Figure 6.8: MEDUSA schematic

6.4 MEDUSA: A simulation tool for pyDiaGene

6.4.1 MEDUSA Overview

MEDUSA was developed to investigate the influence of various parameters on the per-
formance of the uDiaGene experiment. It also provides Monte Carlo data to test
the analysis software. MEDUSA was written in ANSI Standard C++ [91] and should
be platform independent. It has been ported to Linux and WindowsNT. All code
is my original code, except for the integration routine, which I adapted from [92].
MEDUSA’s generic design will also allow its use for similar projects which involve gel

electrophoresis in a capillary or on a chip.
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A general outline of the simulation is given in fig. 6.8. MEDUSA reads in the sample
and detector data and uses these parameters to calculate the detector response for
each readout period. The various input parameters and options are given in section

6.4.4. The results can be displayed using a set of macros which are part of MEDUSA.

6.4.2 The main program

Internally each band is represented by an instance of its own class?. The band object
(class) assembles all the properties (e.g. length, velocity) of a band. It also contains
a number of member functions to perform certain actions of a band (move, diffuse)
and to obtain derived quantities (current position, concentration in relation to a
certain pixel, etc).

An outline of the MEDUSA main program is given below. The steps are in chronological
order as performed by the simulation. Loops are described from the outer loops

towards the inner ones.

e Detector data are read in and some basic checks are performed.

e The sample data are read in and the absolute amount of DNA (in ng) for each

band is determined.

e Runtime loop. For each integration period the actual position and width for
each band is calculated. A readout or integration period is the time during

which the silicon pixel detector collects charge.
e Loop over all pixels. Performed for each integration period.

e Loop over all bands. For every pixel and integration period the concentration
of each band is calculated. The concentrations of all bands are summed up to

one concentration seen by the pixel.

e This concentration is then used to determine the absorption seen by the pixel

using Lambert-Beer’s law.

2Different sources define the terms class, object and instance slightly differently. Here an in-
stance is defined as a variable of a class type. An object is the class itself. Unfortunately the terms
‘object’ and ‘instance’ are often used interchangeably, therefore adding to the confusion.
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e The data are written to file and can be analyzed using the provided macros

or the Vertexing Algorithm [87].

6.4.3 Algorithm

At the heart of MEDUSA is the concentration function which returns the concentra-
tion for each band for a pixel in a given integration period. The calculation of these
concentrations is very CPU intensive, so the number of calculations should be mini-
mized. In order to achieve reasonable simulation times a number of approximations
have been made.

As the concentrations are small, a homogeneous concentration distribution for the
area covered by one pixel can be applied. This is justified by the assumption that

if ckp is small, Lambert-Beer’s law (eq. 6.1) can be approximated as

I = Iy(1 — (ckp x In10) + O((ckp)?)). (6.4)

Provided the detector response is linear, using an average concentration for the whole
area of one pixel therefore results in the same absorption as adding up individual
intensities for infinitesimally small parts of a pixel.

The concentration distribution is assumed to be Gaussian. In each integration period
the position and the width for each band are calculated. The width is determined
by

o= \/ll?nj/IQ +2xDxt (6.5)

where l;,; is the injection length, D the diffusion coefficient and ¢ time [93]. The
concentration outside of the mean +30 (~ 99.73% of the area of the Gaussian) of
each plug is set to zero.

As the concentration distribution broadens with time, the absolute amount of DNA
located in the area covered by one pixel has to be calculated individually for each

pixel and integration period. A difficulty in using a Gaussian concentration distribu-
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tion is that no analytical solution for the integral exists 3. To perform the integration
MEDUSA uses a routine adapted from [92]. The advantage is that the function to be
integrated is a parameter of the routine, so other concentration distributions can be
implemented easily.

The movement of the sample plug during an integration period is only negligible
if the fragments are slow or the integration times very short. The concentration is
calculated at the beginning and end of each integration period and then the average
concentration is used to determine the absorption.

It is always possible to ensure that the conditions for these approximations are valid.
For large pixels or high velocities an internal division of pixels or integration periods
might be necessary.

Once the relevant concentration for a pixel is determined, the change in intensity is
calculated using Lambert-Beer’s law.

The initial photon intensity (photons/um?/s) has been estimated from measure-
ments [90] and the spectral distribution of the Deuterium lamp [94]. The number
of photons reaching the pixel is smeared with random noise, simulated by Gaussian
distributed random numbers (o = 1) multiplied by \/m. The number of elec-
trons collected by a pixel is the number of photons times the quantum efficiency of

the detector. It is also smeared with random noise.

6.4.4 Input data

The input data are read in from two different files. One file contains the sample data,
the other contains technical data like chip geometry and the detector parameters.
This allows the comparison of the efficiency of different configurations for a given
sample. The sample data are taken from publications (e.g. [95]) or from fits to
capillary measurements at Imperial College (fig.6.9(b)). The migration rate of DNA

molecules should be to a first approximation inversely proportional to the logarithm

3The indefinite integral fe"”z cannot be evaluated in terms of elementary functions. Only

7(1,12)

. . (o] .
solutions for special cases (e.g. [, e exist.
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Figure 6.9: Fits to measured velocities.

of their molecular weights [81]. MEDUSA uses the function

r= e () £ (zogl(o)Q (6:6)

where v is the velocity of the fragments, [ their length in basepairs and p; are fit

parameters as this reproduces the original measurements best. The following section
gives an overview of the parameters which can be modified. A User Guide for MEDUSA
can be found in [96].

Sample data (for each band):

e velocity in pm/s

e band-length in base-pairs

e diffusion coefficient in ym?/s

e initial concentration in ng/pum?
Technical data:

e Initial sample plug length in um.

e Number of pixels in z.
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e Pixel size in ym in x and in z.

e Detector: Average quantum efficiency at a wavelength 240 nm < A < 260

nm.
e Integration time in seconds.

e Channel width in = and depth in y in gum. For a capillary measurement x is

set to zero and y is the diameter of the capillary.

e Beginning and end of the instrumented area. Defines the distance between the
sample injection point and the location of the detector. Together with the size

of the pixel this is used to calculate spacings between the pixels.

e For control purposes the simulation produces an overview of the signal in all
pixels at a given time. This time can be set or, if this parameter is zero,
MEDUSA will automatically pick a time approximately in the middle of the

measurement.

e Pixel number to plot signal in one pixel over the complete runtime. For an
example see fig. 6.10. If not set, a pixel in the centre of the array will be used.

The data are written to a file and can displayed by using a PAW [97] macro.
e Signal in one pixel without noise (on/off).

e ‘Raw data’ format: If this parameter is set to zero, the data for each simulated
integration period are written to a file. As these files are large (=~ 125 MByte)

the default setting is ‘one’, i.e. no data are written out.

e Start of runtime and end of runtime: As the amount of data generated can

get quite large, it is often sufficient to generate only data for the time between

leaving it. If this parameter is set to zero, MEDUSA automatically determines

the optimal runtime.
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Figure 6.10: Simulation (left) of a capillary measurement and data from a real measurement at
Imperial College [90].

6.4.5 Results

Fig. 6.10 shows a comparison between a typical capillary measurement using a set-
up as described in section 6.3.3. The velocities used as input for the simulation
were determined using the vertex algorithm [87]. The absorption coefficient for a
DNA solution at a wavelength of 260 nm was measured to be 1740 ym?/ng [98].
For pDiaGene the wavelength dependence of the absorption coefficient should be
negligible as only light in a narrow band (254 nm + 10 nm) is used. The sample was
a commercial product [99] composed of an equimolar mixture of six blunt-ended*
DNA fragments of 2000, 1200, 800, 400, 200 and 100 base-pairs. The respective
concentrations are 50, 30, 20, 10, 5 and 2.5 ng/ul. The diameter of the capillary
was 500 pum. The simulation used the same concentrations, but an empirically
determined path length of 80 um. The results of the simulation were normalized,
by using an average voltage of the capillary measurement with no DNA present and

the respective value in the simulation as reference points.

4Blunt-ended DNA (as opposed to sticky ended DNA) is produced such that it cannot stick to
other DNA molecules, therefore minimizing the interaction between the fragments.
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Conclusion

Since its initial development in 1999 MEDUSA has been used extensively for different
projects within the Imperial College HEP group. It is currently being updated and

used to design ultra-high throughput protein analysis systems.
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Chapter 7

Conclusion

7.1 The DO Run II b-physics programme

The decays presented in this thesis are part of a wider b-physics programme at
D®. To put them into context a brief overview of the different areas of b-physics
investigated at D@ is given. Most analyses mentioned below are work-in-progress
and predictions might change as the understanding of the detector increases. All
data are taken from [11] unless otherwise stated.

At end of the chapter the results of this thesis are summarized and future prospects

for this work are discussed.

The sin 23 measurement

One of the most anticipated measurements is that of sin 23 in the decay B} — J/¢ K?.
Measuring C'P-violation in this decay requires tagging the flavour of the B-meson de-
caying into the CP-eigenstate (cf. section 2.5). As b-quarks are produced in bb-pairs
this can be done either by determining the flavour of the signal B-meson directly
(same side tagging) or by determining the flavour of the other B-meson (opposite
side tagging). Same side tagging relies on the correlation between the B-meson
flavour and the charge of the particles produced in the b-quark fragmentation: A

B® ~ (bd) is likely to have a 7% ~ (du) nearest in the fragmentation chain, while
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it would be a 7~ for a B9. Opposite side tagging either uses semileptonic decays of
b-quarks or jet charge tagging. Jet charge tagging exploits the fact that on average
the sign of the jet charge is the same as the sign of the b-quark producing the jet.
In semileptonic decays (b — ¢ [~v) the sign of the lepton indicates the flavour of
the b-quark. Effective tagging algorithms are crucial for the sin 25 measurement.
The quality of a tagging method is described by the effective tagging efficiency eD?

where

=AW and p=E W (7.1)

with N being the number of reconstructed signal events before tagging, Ny the
number of correctly tagged events and Ny the number of wrong tags. Note that in
an ideal case the dilution D is 1.

For 2 fb~! D@ expects an event yield of 34000 fully reconstructed B} — J/¢ K
events in the di-muon mode and a combined tagging efficiency of 10%. This leads to
an uncertainty of 0.04 on the sin 23 measurement. The accuracy of this measurement
can be further improved by including J/¢ — ete™ events to reduce the statistical

error.

Lifetime Measurements

Apart from the lifetime studies presented in this thesis, DO will attempt to measure
the lifetimes of all types of B-mesons, including the B. meson. A study similar to
this thesis has been done for a lifetime measurement in the channel B* — J/¢ K
where D@ expects 12000 fully reconstructed events [100].

In 1998 the CDF collaboration reported the observation [101] of approximately 20
events in the channel Bf — J/¢ [*v. For 2 fb~! DO expects about 600 of these
events which should be sufficient to improve the B, mass and lifetime measurement.

The b-physics programme also includes the study of B-baryons, especially the Ay.
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B? mixing

B? mixing is currently being investigated in the decays B? — Dg*)ﬁ, BY — J/y K*°
and BY — Dg*)ll/. D@ expects to reconstruct 40000 events in the semileptonic decay
channels [102]. These decays can only be used for searches up to Amp, = 20 ps™' as
the decay length resolution suffers from the undetected neutrino momentum [103].
The hadronic channels have lower statistics (500-1000 events/channel) but a reach
of up to 22 ps—! for 2 tb~!.

Current experimental results for Am, are Am, > 14.9 ps~' at 95% confidence level.
Theory predicts [104] a value of 15.6 ps™! < Am, < 20.5 ps~! at 95% confidence

level under the assumption that there are no contributions from beyond the Standard

Model.

Rare Decays

D@ has investigated the prospects of measuring the following rare decays:

BY — K*u*u~: DO expects between 1300 and 4000 reconstructed events in this
decay channel, depending on the cuts used in the analysis. Combined with the
expected modest background levels this would be sufficient to establish a signal.
The inclusive decay b — s pu*p~: While DO expects to record between 1000 and
2000 events for this measurement, the signal will be swamped by background where
the muons come from two different b-quarks and DO does not expect to be able to
establish a signal.

B? — pTp~: DO will attempt to measure the branching ratio in this channel, but

feasibility studies so far have been inconclusive.

The CKM angles a« and ~

The decay B — 77~ was initially thought to be an ideal candidate to measure
the CKM angle a. But measurements [105] by the CLEO experiment indicated that
the penguin contribution to this decay is too large for the extraction of a. However

combining measurements of the decays BY — nt7~ and B? — K+ K~ with a CP-
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violation measurement in By — J/¢ K? could give access to the angle .
Measuring these channels is difficult as D@ cannot trigger on the hadronic final
states and must rely on the other B-meson decaying semileptonically for triggering.
Monte Carlo studies have been done and the expected event yields for 2 fb~! of
data were found to be 1400 events for B} — 77—, 5600 events for B} — K*r~,
2500 events for B — K™K and 600 events for B — K*7 . All these events
are automatically flavour tagged due to the trigger requirement. Separating the
different decay channels is difficult due to the lack of particle identification. Also it
is not possible to separate the two signal decays on the basis of their reconstructed
B-meson mass as the expected mass resolution of 44 MeV is too large. Furthermore
BY — K*r~ lies directly over the two signal channels.

It might be possible to separate the contribution from the different channels with
a multivariant fit, but measuring these channels will not be a priority for the time

being.

D@ will also measure the bb production cross-section.

7.2 Summary and Outlook

After years of preparation, data taking with the D@ Run II detector has begun.
Not only has the detector hardware been upgraded, the reconstruction and trigger
software has also been completely rewritten to accommodate the higher luminosities
and the changes made to the detector. The first results from real data show a good
agreement between the expected and the achieved detector performance.

This thesis was written in preparation for Run Il and its results are summarized
here.

b-physics

While the decays B? — J/v¢ ¢ and B} — J/¢ K*® had been studied by CDF during
Run I, the absence of a magnetic field prevented DO from doing a similar analysis
at the time. This thesis is the first Run II study of these decays using the full

detector simulation and reconstruction. The results show that an improvement of
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the current lifetime measurements in the decays B? — J/v ¢ and BY — J/¢ K*°
can be achieved with the DO detector.

The lifetime measurement is a first step towards further measurements in these chan-
nels. An angular analysis allows us to measure the contributions from the differ-
ent CP-eigenstates. The large error on the current measurement [24] is dominated
by statistics, so with the comparatively high event yields predicted in this thesis
D@ should be able to increase the accuracy of this measurement in Run II. DO does
not expect to see any CP-violation in BY — .J/1) ¢, unless there are contributions
from beyond the Standard Model. Any CP-violation measured by DO would there-
fore be a clear indication of New Physics. A simultaneous analysis of the lifetime
and angular distributions in BY — J/1 ¢ can give access to the BY width difference,
provided it is sufficiently large. This measurement requires a large number of fully
reconstructed decays and will be investigated at end of Run II.

The analyses developed in this thesis make use of large parts of the newly developed
DO software. This provided a valuable test of the underlying tools (generators,
vertexing, etc.) and a number of modifications to them have been made as a result.
The successful completion of these analyses show that the software has reached the
stage that D@ is ready to produce physics results.

Experimental data taken at the beginning of Run II have been analysed and a clear
signal for the .J/¢ meson found. The quality of the signal suffered from the missing
matching between the central tracking system and the muon chambers, but this will
improve in the future. Reconstructing the .J/¢) was a benchmark measurement for
a wide range of b-physics, including the channels discussed in this thesis.

Trigger software

In the high-luminosity environment of a pp collider fast and reliable triggers are
essential. I developed cluster finding software for the SMT and tested it both on
Monte Carlo and on real data. The analysis of the cluster resolutions in this the-
sis helped define the tracking errors, improved the power of the impact parameter
tagging and vertex finding which are essential for b-physics. The software has been

used for a year of data taking without any major problems.
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Simulation of a DN A sequencing device

Systematic transfer of HEP technologies into other areas and their commercial ex-
ploitation will play an important role in the future of particle physics. The si-
mulation developed as part of this thesis was the first proper modelling of a DNA
sequencing chip at Imperial College. It has since been heavily used and led to the
development of a high throughput DNA sequencing device incorporating a range
of HEP technologies and techniques which is currently being commercialised. This
is an encouraging result and has lead to further developments in this area. The
simulation currently under development for the next generation of devices is based

on my original software.
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Appendix A

A.1 Lorentz transformations

Using the standard conventions of
- U
f=2 9= (A1)

the Lorentz transformation can be written as

E' = (B - fpc)

] (A.2)
p c=v(-BE + pc)

A particle a with four-vector (FT, P4, Py, p%) is to be boosted into the rest-frame of a

Eb
o

particle b with (£, p%, p? p?). In this rest-frame particle a is now described by the

new four-vector (%,p;f",p;j"',p;”’). Using the relations v = Z—: and p = mvg the new

vector can be calculated using

e (B« E*) — (p& * pb + p} * pb + p2 * pl)

- b
, m (A.3)
I B
— _ X
b b Bt rmb P

The inverse transformation is defined for a particle r (%,p;,pz,p’;) in the rest-

frame of a particle b. If particle b moves in another frame with the four-vector




A.2 A cookbook recipe for calculating the transversity angle cos 6;143

(%,pg,pg,p’;) the transformation for particle r into this frame is accomplished by

o (BT EY) 4 (pf s pb + p) « pb + pl * p?)

ET= :
m
o e (A.4)
Sy o > b
p _p +Eb+mb *p

A.2 A cookbook recipe for calculating cos6;

To calculate the transversity angle in the decay B? — J/i(— pTp )op(— KK ) :

1. Boost K, K~ ¢ and p* from the laboratory frame into the J/1¢ rest-frame

using the Lorentz transformations as described above.
2. The ¢ direction in the .J/1 rest-frame is the z-axis.
3. The cross product K~ x K™ (in this order) is the z-axis.
4. cos(b;) = %

An equivalent definition for the axes is given by [11]:

P+ — Dp(Dp - Dic+)
P+ — Dp(Pp - D+

7= F=Fx7 (A.5)

8y
I
gl

where all momentum vectors are unit three-vectors in the .J/1 rest-frame.

A.3 Error on the reconstructed proper decay length
The proper decay length L is given by

dm'pm+dy'py+dz'pz
p; +py + D
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Differentiating L with respect to p, gives
oL d, 2D,
O R A (- ) (e -ly -y :)
(A.7)
dm 2pm 7 -
o oL oL
and similarly for . and e
Differentiating L with respect to d,, d, and d, yields
oL p,
ol mp etc (A.8)
and with respect to mp
oL  d-j
_ 4P (A.9)
omp p?
Combining the above results the error on the decay length L is then
m? 2dp 2dp’
UQ(L) = % (da, dy, d,) — T(pmapyapz) Vi dy | =~ | py
p p p
z pz
(A.10)
Py o
d-p ,
+ (prl:apyapz) Vd Py + p—QO— (mB)

P:

where V; is the covariance matrix for the decay-vector d and V,, the covariance matrix

for the B-meson momentum.

A.4 Straight line fit: Method of the Least Squares

For a function f(z;a) which predicts the values y for any x minimising the weighted

squared difference between a set of measurements and their predicted values can
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provide an estimate for the parameter a. This is known as the method of least
squares [106].
When fitting a straight line y = mz + ¢, the sum to be minimised is:
(yi — mx; — ¢)?
=)y (A.11)

g;

i

where o; is the expected error on the value y;. The x; are assumed to be correct. If

all the o, are the same they can be taken outside the sum:

1
Y2 = s Z(% — maz; — c)? (A.12)

)

Differentiating eq. A.12 with respect to ¢ and setting it to zero gives

dx? 1 . .

de o

which can be reduced to
y—mrx—¢=0 (A.14)

by dividing it by the number of data points N. The variables m, ¢ indicate a fitted
value, as opposed to the true value. In a second step, differentiating eq. A.12 with

respect to m gives

Z —2z;(y; —mx; —¢) =0 (A.15)

i

and again dividing by N results in

Ty — ma? — éx = 0 (A.16)
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Eliminating ¢ from equations A.14 and A.16 gives the result for the slope m:
= (A.17)
2 -z

Weighted Straight Line Fit
If the o; are not equal then the simple averages T7, 7 etc. in eq. A.14 and A.17 have

to be replaced by a weighted average according to

N N o2
Yim1¥i |, L Uil (A.18)

- N Zf\; 1/(71??

A.5 The Method of Maximum Likelihood

Probability density functions

In an experiment whose outcome is characterized by a single continuous variable x
the probability to observe this variable in the interval [z, z + dz] is f(z)dz. The
function f(z) is called the probability density function (pdf). It gives the fraction
of times that x is observed in the interval [z, 4 dx] in the limit of an infinitely large

number of observations. It is normalized to one:
/  f(a)de =1 (A.19)

Maximum likelihood

For a pdf f(x|f) where the functional form is known, but which contains at least one
unknown parameter () the method of maximum likelihood can be used to estimate
6 from a finite sample of data [107].

In an experiment with n measurements, the probability for the first measurement to
be in the interval [z, 21 + dx1] is f(21]0), for the second one to be in [xq, 29 + ds]

is f(xq]), etc.
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For n measurements the probability that z; is in [x;, z; + dz;] is

H.f(x7;|9)dx7: (A.20)

If the pdf and the assumed value for € are correct the probability for the measured

data should be high. As the dx; do not depend on 6 the same is true for
£O) = 1] 10 (A.21)
i=1
L is called the likelihood function. Provided that L is differentiable for #, maximising

L by imposing

oL

— = A.22
55 = © (A.22)

will provide an estimator f for the parameter 6.
Instead of maximising £ it is more common to maximise log £. As the logarithm is
a monotonically increasing function it will be at its maximum for the same 6 as L

would be, but now the product of £ becomes a sum:
log(£) =) log f(ilf) (A.23)
i=1

Exponential decay

The probability density function for an exponential decay with mean lifetime X is
E(t|N) = e 7 (A.24)

Therefore

- 1 . a 1t
log E(t|N) = Zlog(xe*x) = <1ogX - X) (A.25)
=1

=1 i
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Alog E(t|N)

oo~ = 0 then gives the estimator ) as

The condition

“ 1
A=-N"1 A.26
-3 (4.26)

which is simply the sample mean of the measured time values.
Unlike this example most functions will not be solvable by algebra and it is neces-

sary to use numerical software like MINUIT [108].

All other probability density functions used to fit the B-lifetimes in this thesis are
listed below:

Gaussian distribution

The probability density function for a Gaussian distribution with mean g and stan-

dard deviation o is

1 _(e=w)?

e 202 A.27
V20?2 ( )

G(xlp,0) =

Exponential decay with Gaussian resolution function

The probability density function of an exponential decay function smeared with a

Gaussian resolution function at each point is

F(z|\, o) = “ulAe(uma) 20 gy, (A.28)

1 oo
_ e
M 2mo? /0
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The exponential in the integral can be re-written as
w (u—z)? 2w oux U
A 202 202 N o2 202
x? (0% — Az)u  u?
- A A.29
20? ( Ao? i 202> ( )
B x? u (72 — A\’ o2 n r  a?
T 207 fg V20 202 N 202
) 2
(u + 5 - T) o2
"Ry VA
Using eq. A.29 the probability density function then becomes
1 2 2 o 2 2 2
Fl(r )\’0_ - - 7:1;//\+U /2X / ef(uf(:z;fa /\)? /20 du
(v, ) AV 27TO'2 0
L.
Substituting k== \/%U ® and Zﬁ = ﬁ gives
1 ) o
.7:(.77|)\,U) _ ﬁefm//\—kfrz/Q)\z {1 + erf ((I — %)/\/ﬁ)] (A.30)
o

where erf(z) is the error function

erf(x \/_/ eV dy (A.31)

Normalising this function over a restricted range requires the integral fab F(z|A o)

which can be obtained by integrating by parts

/ Flald o)de = e o2 (1 pert (2 7)v3)]

+1/€T/A+10’2/)\2 2 1 = ealafo—a/N)? g,

2 \/_\/20
1 2
= AF(z|\ o)+ 5 e~ "2
1
=3 <1 + erf( > — AF (x|, 0) (A.32)
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Extended maximum likelihood

Often the number of observations in an experiment (e.g. the number of events found)
is itself a Poisson distributed variable with mean v. The likelihood function can be

extended to incorporate this information

.y n

—v" [ #(al6) (A.33)

i=1

L(v,0) =

This is useful when the overall probability density function is the superposition of

m components

0 =S nfir) and  Sg=1 (A.34)
=1 j=1

with n; being the fractional contribution of each component. Taking the logarithm

of equation A.33 gives

log L(x|v, 0) —V+Zlog (Zyn,f]( |9)) (A.35)

and defining p; = n;v as the expected number of events of type ¢ leads to

log L(|fi, 0) ZN} + Zlog (Z 11 f3(x]0) ) (A.36)
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