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ABSTRACT

A GLOBALLY DISTRIBUTED GRID MONITORING SYSTEM TO FACILITATE

HIGH-PERFORMANCE COMPUTING AT D(/SAM-GRID

(DESIGN, DEVELOPMENT, IMPLEMENTATION

 AND DEPLOYMENT OF A PROTOTYPE)

Publication No. ______

Abhishek S. Rana, M.S.

The University of Texas at Arlington, 2002

Supervising Professor:  David Levine

A grid environment involves large scale sharing of resources that are distributed from a geographical or an administrative perspective. There is a need for systems that enable continuous discovery and monitoring of the components of a grid. In this work, we discuss the development and deployment of a monitoring system that has been designed as a prototype for the D(/SAM-Grid. We have developed a system that uses a layered architecture for information generation and processing, utilizes the various grid middleware tools, and implements Integration and Enquiry Protocols using existing Discovery Protocols to provide a user with a coherent view of all current activity in this grid - in the form of a web portal interface. The prototype system has been deployed for monitoring of 11 sites geographically distributed in 5 countries across 3 continents. This work focuses on the D(/SAM-Grid, and is based on the SAM system developed at Fermilab.  
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CHAPTER 1

INTRODUCTION

Humans continuously keep developing new methodologies to solve the complex science and engineering problems. The requirements of these new scientific methods, however, tend to supersede capabilities of the contemporary underlying technology. High-energy physics is one such scientific domain; it has immensely helped in exploring the phenomena that range from the smallest particles of nature to the largest galaxies in the universe.  Some of the greatest breakthroughs in high-energy physics rely on experiments that generate huge amounts of data. The analysis of this data can be facilitated by computing technologies like high-performance computing, simulations, data analysis and distributed computation – which require availability of enormous computing power. However, with the current pace of advancements in high-energy physics experiments, the available computing power may need to be harnessed much more effectively. A solution to this task of finding solutions to complex scientific problems is grid computing. The global scientific community is paying a lot of attention to this enabling technology. With global computing grids being setup all over the world by international collaboration, there is a need for the ubiquitous monitoring of this distributed computing power. 

1.1 The Grid
‘The Grid’ as a term in computing world, was formulated in the last decade. It referred to an envisioned advanced distributed computing paradigm with capabilities to ultimately assist in solving complex science and engineering problems beyond the scope of existing computing infrastructures [BLUEPRINT]. The concept has evolved considerably over these years. The growing popularity has also resulted in various kinds of ‘grids’, common ones being known as Data grids, Computational grids, Bio grids, Cluster grids, Science grids, among many others [FOSTERARTICLE]. Effort is in progress to converge the concepts related to the architecture, protocols, and applications of these grids to formulate a single paradigm – the Grid.


The article in [FOSTERARTICLE] lists various characteristics that may be significant in determining whether a distributed computing system meets the requirements to be a grid. According to [FOSTERARTICLE], such a system qualifies to be a grid, which:

a. coordinates resources that are not under centralized control.

b. utilizes standard, open, general-purpose protocols and interfaces.

c. promises to deliver non-trivial qualities of service.

Furthermore, these grids – if they follow common inter-grid protocols for authentication, authorization, access control, resource discovery, resource access, and resource sharing – will attempt to congregate into the Grid. 


The grid community is working towards this goal, and standardized protocols are expected in near future, that may revolutionize the computing world; as Internet Protocol (IP) did with the Internet. 


The author, when using the word ‘grid’ or ‘Grid’ in the remaining part of this document, implies a grid and not the Grid, the latter still being a vision that has not been attained yet. More appropriately, it is the D(/SAM-Grid [SAM-2] that is the prime focus of this work.

1.2 Need for Information Services and Monitoring of a Grid

A grid environment involves large-scale sharing of resources within various virtual organizations (called VO’s in common grid terminology). These VO’s can comprise of conglomerations of individuals and institutions, leading to a complex and widely diverse user-base [MDS-2] located all over the globe. There arises a need for mechanisms that enable continuous discovery and monitoring of grid-entities (resources, services and activity). This can be quite challenging owing to the dynamic and geographically-distributed nature of these entities. Information services thus form a critical part of such an infrastructure, and result in a more planned and regulated utilization of grid resources. Any grid infrastructure should therefore have a monitoring system dedicated to this task, which should provide at a minimum – dynamic resource discovery, information about resources, information about the grid activity, and performance diagnostics. 

1.3 Importance of Distributed Monitoring

Monitoring of a grid can be a challenging task given the fact that restricted quality of service, low level of reliability, and network failure are the rule rather than the exception while dealing with globally distributed computing resources. For such a system to be robust there should not be a centralized control of information. The system should exhibit its minimalist behavior for a maximum possible subset of the grid-entities even if certain information access points fail to perform their function. This robustness can only be achieved if:

a. The information services are themselves distributed, and geographically reside as close to the individual components of a grid as possible. 

b. The monitoring is performed in as decentralized a fashion as possible under the constraints of the underlying resources’ architecture.

A grid monitoring system should therefore, make sure that unavailable and/or unreachable services and resources [MDS-2] do not interfere with its normal functionality. Also, if there is a provision for the awareness of such defaulting entities, it makes the monitoring more effective in reducing the turnaround time for the grid to recover from failures of its participating entities. 

1.4 Ubiquitous Grid-monitoring using the Internet

A grid monitoring system that is restricted to command-line interface may fail to provide easy accessibility to the monitoring information. It is beneficial for the front-end of any grid monitoring system to utilize the client-server model of the Internet, and be able to provide up-to-date information transparently and comprehensively to a client while performing all the major tasks at the various layers of the backend. 

Conclusively, an effective model for a grid monitoring system should be globally distributed, as much de-centralized as possible, and must be capable of providing access to information in a ubiquitous manner. This work describes design, development and implementation of such a prototype grid monitoring system.

The rest of the thesis is organized as follows: Chapter 2 lists the particular Grid-effort this work is related to, and outlines the goals of this thesis. The background and previous work that forms an essential foundation for this work, is discussed in Chapter 3. The author describes the design and development of a Globally-distributed Grid Monitoring System in Chapter 4. The current utilization of this work is discussed in Chapter 5, followed by Conclusions in Chapter 6 and Future Enhancements in Chapter 7.

This work was partially supported by the Department of Computer Science and Engineering, Department of Physics at UT Arlington, TX, USA; and the Fermi National Accelerator Laboratory, Batavia, IL, USA under Contract No. 546763; and conducted with the United States Department of Energy SciDAC program, the Particle Physics Data Grid (PPDG), and the Grid for UK Particle Physics (GridPP).

CHAPTER 2

GOAL OF THE THESIS


This work concentrates on the architecture of a specific grid – the D(/SAM-Grid, an introduction to which is provided in this chapter. More detailed information about the terminology used in this grid is provided in the later chapters.

2.1 The D(/SAM-Grid


The SAM system (an acronym for Sequential Access to data via Metadata) has been developed at Fermilab [SAM-1] to handle the data management of the Run II experiments of high-energy physics. In this context, sequential refers to the layout of physics events stored within files, which in turn are stored sequentially on tapes within a Mass Storage System (MSS). SAM provides transparent delivering of files and managing of caches of data. This system is the sole data management system being used by the D( experiment at Fermilab, and other experiments like CDF at Fermilab have also started using this system. 


Based on the success and popularity of SAM, a larger architecture has been conceived that enables the existing system to fully evolve into a grid known as the D(/SAM-Grid. This architecture incorporates grid level job submission and management, and grid information services [SAM-1]. 

2.2 High level components of the D(/SAM-Grid architecture


The principal architecture [SAM-2] of D(/SAM-Grid defines 3 high level components to realize a fully functional grid:

a. Job Definition and Management

b. Monitoring and Information Services

c. Data Handling


The Job Definition and Management component consists of the job submission user interfaces, formulation of Job Definition Language (JDL), the Request Broker, and reliable submission of jobs to remote resources.


The Monitoring and Information Services comprises of Resource Information Service, monitoring of job submission sites, monitoring of the job execution sites, information about the advertised resources, and related information about the participating virtual organizations. 


The Data Handling is provided by the core functionality of the SAM system itself, which is distributed in nature, and well-suited for a grid-like environment [SAM-2].

2.3 Goal of the Thesis


The goal of this thesis can be summarized as “Design, Development, Implementation, and Deployment of a Prototype for the Monitoring and Information Services component of the initial D(/SAM-Grid architecture”. Additionally, owing to the fact that D(/SAM-Grid will play a key role in facilitating high-energy physics experiments that are being undertaken currently on a very large scale worldwide, the prototypical Monitoring System should be as scalable and robust as possible, and must cater to the demands of a real-life grid.


The next chapter describes in greater detail the background and previous work related to the technologies that form an essential foundation towards realizing this goal.

CHAPTER 3

BACKGROUND AND PREVIOUS WORK


The development of the grid monitoring system pertinent to this work utilizes various existing grid computing technologies. This chapter contains a brief description of these technologies, along with an introduction to the particular high-energy physics experiment that has played an important role in laying a foundation for the D(/SAM-Grid.

3.1 High Energy Physics Experiment D( at Fermilab


The D( experiment consists of worldwide collaboration of scientists conducting research on the fundamental nature of matter [D0-PAGE]. The experiment is located at the world’s highest high-energy accelerator, the Tevatron proton-antiproton Collider, at the Fermi National Accelerator Laboratory (Fermilab), Batavia, Illinois, USA [D0-PAGE]. The D( experiment was proposed for the Fermilab Tevatron Collider in 1983 and approved in 1984. The experiment recorded its first antiproton-proton interaction in mid-1992. The data-taking period referred to as ‘Run I’ lasted through the beginning of 1996 [D0-DOC]. The analysis of data produced by Run I led to “the discovery of the top quark and measurements of its mass and production cross section, the precise determination of the mass of W boson and the couplings of electroweak bosons (photon, W and Z), and numerous searches for new physics” according to the [D0-DOC]. 


The next phase of data collection ‘Run II’ has already started with an upgraded detector and improved accelerator. The analysis of the huge amount of data generated O(PB) is believed to bring about new discoveries and significant results in particle physics. 


The D( collaboration today comprises of more than 650 physicists, over 78 institutions from more than 18 countries [LEE-SLIDES]. 

3.2 SAM (Sequential Access to data via Metadata) system


The SAM project started in 1997 to handle D(’s needs for Run II data system. SAM is an acronym for ‘Sequential Access to data via Metadata’. The term sequential refers to the layout of physics events stored within files, which are in turn stored sequentially on tapes within a Mass Storage System (MSS) [SAM-1]. SAM performs the task of transparently delivering files and managing caches of data. It is the sole data management system of the D( experiment; other major experiments like CDF (Collision Detection at Fermilab) have also started using this system. 


The information that follows in this section has been derived from [SAM-1] and [SAM-PPDG]; more elaborate details are available in [SAM-1], [SAM-PPDG] and [SAM-PAGE] about SAM. 


SAM has been designed as a distributed system, using CORBA (Common Object Request Broker Architecture) as the underlying framework [SAM-1]. The system relies on compute systems and storage systems distributed over the world. Storage systems have disk storage elements at all locations and robotic tape libraries at select locations. All the storage elements support the basic functionalities of storing/retrieving a file. The tape storage management systems are also called Mass Storage Systems (MSS), the one at Fermilab being Enstore [ENSTORE-PAGE]. 


Metadata catalogs, Replica catalogs, data transformations, and databases of detector calibration and other parameters are implemented using Oracle relational databases. Other experiments like Babar and LHC (Large Hadron Collider) divide their architecture into centers at particular geographic locations (e.g., Tiers), the D( architecture is organized by physical groupings of compute, storage, network resources termed as Stations. Certain Stations can directly access the tape storage; others utilize routes through the ones that provide caching and forwarding services. The disk storage elements can be managed either by a Station or externally, those managed by Stations together form logical disk caches which are administered for a particular group of physicists. There are provisions for the pinning of files residing at a Station’s disk storage elements according to the customizable quotas and various policies for each group [SAM-PPDG]. Stations own the resource partitions, yet they do not have exclusive control over them. For instance, for the same set of compute resources, there can be two different Stations sharing the compute elements but with distinct and disjoint disk storage elements. This aids in running production and development stations sharing the compute elements and tape storage systems but with discrete sets of files, catalogs, and disks.


In SAM, service registration and discovery has been implemented using CORBA Naming Service, with namespace by Station Name [SAM-PPDG]. APIs to services in SAM are defined using CORBA IDL (Interface Definition Language) and can have multiple language bindings. UDP is used for event logging services and for certain Request Manager control messages. Each disk storage element has a stager associated that serves to transfer or erase a file by using the appropriate protocol for the source and destination storage elements. Rcp, kerberized rcp, bbftp, encp (and now gridftp too) provide the file transfer protocols. 


Each Station has a Cache Manager and Job Manager implemented as a Station Master server. The Cache Manager provides caching services and also the policies for each group. The Job Manager provides services to execute a user application either interactively or by using a supported batch system like LSF, FBS, PBS, and schedulers like Condor. Request Managers, which are implemented as Project Master server, take care of the pre-staging of file replicas and the book-keeping about the file consumption. The project master executes for each dataset to be delivered and consumed by a user job. Storage Manager services are provided by a Station’s file storage server that lets a user store files in tape and disk storage elements. 


SAM has been in successful use for handling the Monte Carlo data O(TB) produced off-site from Fermilab. The SAM system has been in continuous use for computational farm production processing on a multi-node Linux Farm System, for various analysis purposes on a large 176-processor SGI origin 2000 SMP called ‘d(mino’, and on several Linux workstations.

3.3 Globus


The Globus grid-middleware is provided by the Globus project [GLOBUS-PAGE] bundled as a set of tools called Globus Toolkit. The toolkit has 3 components known as pillars. These are:

a. Resource Management

b. Information Services

c. Data Management 

The Globus Toolkit uses the GSI (Globus Security Infrastructure) to provide a common security protocol for each of the pillars. GSI is based on public key encryption, X.509 certificates and Secure Socket layer (SSL) protocol.

3.3.1 GRAM (Globus Resource Allocation Manager)

The Globus Resource Allocation Manager provides a standard interface to all the local resource management tools a site uses. The Globus resource management has the high-level global resource management services layered on top of local resource-allocation services [GLOBUS-PAGE]. The GRAM service is provided by a combination of the gatekeeper and the jobmanager. The gatekeeper performs the task of authenticating an inbound request using GSI, and mapping the user’s global ID on the grid to a local username. The incoming request specifies a specific local service to be launched, the latter usually being a jobmanager. The user needs to compose the request in a Resource Specification Language (RSL) that is handed over to the jobmanager by the gatekeeper. After parsing the RSL, the jobmanager translates it into the local scheduler’s language. The GRAM also provides the capability to stage in executables or data files, using Global Access to Secondary Storage (GASS). The jobmanager contacts the client before the job submission for retrieval of the staged in files. 

3.3.2 MDS (Metacomputing and Directory Service)

The Globus Metacomputing and Directory Service provides an LDAP based information infrastructure, suited for grid environments. There are 2 components of MDS implementation – GRIS and GIIS. The Grid Resource Information Service (GRIS) implements a uniform means to query resources on a grid for current status and configuration. The Grid Index Information Service (GIIS) component of MDS provides a framework to form an index over various GRIS’s or other GIIS’s. This combines the information of an entire system, thereby giving a method to explore a coherent system image. Both these components [GLOBUS-PAGE] are currently implemented using the slapd server provided by OpenLDAP and follow the Lightweight Directory Access Protocol (LDAP). MDS utilizes the concept of information providers – software programs that act as probe utilities or sensors to the smaller components of a grid. Since it is based on LDAP, MDS needs a schema to be built in that represents the hierarchy and rules of the information to be retrieved from the components of a grid. Caching mechanisms are used to make the retention of data more efficient, based on the time-sensitivity of a piece of information.

3.3.3 GridFTP 


This is a data transfer protocol [GLOBUS-PAGE] based on FTP, highly optimized to give secure and reliable performance in a grid. Among the various features it provides, the important ones are GSI security, partial file transfers, authenticated data channels, third-party (direct server-to-server) transfers. The protocol also allows developers to add plug-ins for customized reliability and fault tolerance features.

3.4 Condor and Condor-G


Condor provides an efficient job scheduling system for distributed computing environments. It aids in harnessing idle CPU cycles of workstations in a transparent manner to the owner of the idle workstation being utilized. Among other job-scheduling functionalities, it implements check-pointing by saving the current state of a remotely executing job, when it is suspended, to restart it from the same stage [CONDOR]. 


The Condor-G system integrates the two technologies: Globus and Condor. It incorporates features of distributed resource access for multi-domain environments provided by Globus, and the benefits of distributed resource scheduling for a single administrative domain offered by Condor. Condor-G system utilizes various components, chiefly: 

a. A Condor-G job scheduler at the submission end

b. A Condor-G  grid manager, that works together with GASS at the submission end

c. A Globus gatekeeper and Globus jobmanager at the execution end

The authentication and authorization is implemented using GSI mechanisms. Condor-G gives highly reliable performance; it provides precise levels of check-pointing to resume execution of the jobs from the stage of suspension in a highly transparent and reliable manner. More technical details about this system are available in [CONDOR-G], the paper also provides illustrations of the procedure that is undertaken from the time of submission of a job to its execution at a remote machine. 


The Condor-G core development team has incorporated various features in the system for the D(/SAM-Grid, that facilitate Resource Broker and Negotiator components to match the submitted jobs using customized ranking functions built for this grid .

3.5 D(/SAM-Grid and JIM

JIM system [SAM-2] is an acronym for ‘Job Management Infrastructure and Information & Monitoring System’ and is being developed by the D(/SAM-Grid to enable fully-distributed computing for high-energy physics experiments. JIM also aims to enhance SAM – the distributed data handling system of D( and CDF, by incorporating standard grid tools and protocols, and developing new grid-solutions for other major grids. 


The JIM architecture [SAM-2] utilizes most of the above discussed technologies, and builds a robust system for a grid catering to the demands of the various high-energy physics experiments. Some details of this system will be provided in the next few chapters; the design of specifc components of JIM pertinent for this work is also described in greater detail in Chapter 4 and Chapter 5. 

CHAPTER 4

A GLOBALLY DISTRIBUTED GRID MONITORING SYSTEM 

PROTOTYPE FOR THE D(/SAM-GRID


The Information and Monitoring System component of JIM is also referred to as JIM-IM in this chapter; it applies to the globally-distributed grid monitoring system for the D(/SAM-Grid. Its prototype release has been deployed and tested at various sites distributed over Europe and United States. The initial phase prototype is restricted to ‘sam-analysis’ type of jobs, that are executed on SAM-Stations. Hence, the scope of this work focuses on a subset of the final D(/SAM-Grid architecture.

4.1 Architecture


This section describes the architectural model of the JIM-IM, also providing the various requirements and design issues important for defining the functionality of this grid monitoring system.

4.1.1 Design Issues


The task of retrieving, organizing, and providing information has been studied in detail by many researchers, and methodologies exist (e.g., Database Systems, Simple Network Management Protocol or SNMP, Directory Services) that act as viable approaches strictly depending on the requirements of a particular system. 


Following are some requirements and design issues that played a key role in formulating the design and implementation of JIM-IM.

(i) Efficient monitoring from submission through execution of a job: At a minimum, the system must be sufficiently capable of monitoring a job submitted to the grid by various possible routes:

a. Monitoring the submission site

b. Tracking the progress of the submitted job from the known submission site

c. Reaching the unknown execution site from the known submission site

d. Monitoring directly the execution site

(ii) Information integration: It should be possible for the monitoring system to retrieve information from different realms (e.g., Condor, Globus MDS, SAM) and perform integration over all these sets to provide the user with meaningful and comprehensive monitoring data.

(iii) Information abstraction: Only the relevant information should be presented to the user, all the back-end mechanisms should be transparently abstracted from the front-end layer of the system (the only layer visible to the user). 

(iv) Performance and robustness: The monitoring system should take into account the demands of a distributed environment, and therefore must be tolerant of failures that may inevitably occur in parts of the grid, the grid-entities, and components of the grid-entities for that matter. This implies that:

a. The unavailable, unreachable or under-performing entities (for instance, can be an entire site of the D(/SAM-Grid or a single SAM-station) should not interfere with the performance of the system.

b. The system must provide access to the largest subset of information that can be made available to the user in the event of failure in parts of the grid.

c. There must be provision for the system to notify the users/administrators the points of failure, if possible. 

(v) Scalability: The system must facilitate scalability due to ever-increasing numbers of the entities of the grid. It must be easy to configure and reconfigure it to reflect the new components of the grid as the need arises. The reconfiguration procedures must be automated and easy to perform using the system’s built-in functionality.

(vi) Uniform data representation: There must be a standard way of representing data related to the information about the various entities of the grid, viz., SAM-stations, SAM-projects, SAM-groups, SAM-users. This standard representation, if followed by all the components of a grid, must allow seamless retrieval of information across the entire grid.

(vii) Dynamic retrieval of information: Most of the monitoring data in SAM is highly dynamic in nature. The monitoring system must have the capability to retrieve data that is up-to-date and current, if it does not adversely affect the performance of the system. This implies that the monitoring information should be reflective of the real-time state of the grid, at any given instant of time.

(viii) Ubiquitous presentation through the Internet: The front-end layer to the system must have the capability to present information in the form of a web portal. This feature would greatly enhance the ease of use and ubiquitous availability of the system. The information should be available anytime, anywhere to anyone by means of web browsers using the Internet.

(ix) Ease of deployment: The system, for it to be widely used, must be easy to deploy and maintain across the grid. The installation and configuration of the backend layers and maintenance of the front-end layer must not incur considerable overhead. Since the deployment of the back-end layers, in practical cases, is performed by a site’s local administrators, the installation and configuration procedures must be simple to operate.

4.1.2 Architectural Model of the System

The monitoring system follows the architecture described in figure 4.1, the information is generated and collected from the grid, processed for integration, and finally presented at a user’s browser in the form of a web portal. 


Figure 4.1 The basic architecture of the monitoring system for the D(/SAM-Grid. The flow of information is depicted by the direction of arrows. All the bidirectional arrows represent an on-demand information retrieval. A Scheduler is not a SAM Station; it is a part of the grid-client package used for submission of jobs to the grid. Also, a Resource may not always be a SAM Station. Hence, the information retrieval using Grid-sensors is unidirectional in this case. 

The architecture of this Monitoring System partitions the components of the grid according to the functionality exhibited by them as:

a. Submission Sites

b. Execution Sites

c. Monitoring Sites

The description of each of these categories is more evident in the following discussion of the common terminology used by JIM-IM system.

(i) Schedulers on the grid: A collection of grid-client packages that provides a user with an interface to authenticate and create a credential according to the security infrastructure, and thereafter submit jobs to the grid. 

(ii) Submission sites: A subset of the schedulers on the grid. The user specifies the requirements of the job in the form of a Job Definition Language (JDL) that is parsed and the job passed on to the broker for match-making. After a successful match according to the user’s requirements and the best available resource, the job is finally routed to the appropriate execution site.

(iii) Resources on the grid: These are the resources that have been configured to be utilized by the grid. A resource can be unavailable or available depending on its advertising itself to the grid at any given instant. 

(iv) Execution sites: A subset of the resources on the grid. The jobs matched with the best available resource are routed to an execution site on the grid. For the scope of this work, it is assumed that an execution site is always a SAM Station. 

(v) Monitoring site: This is a collection of submission sites and execution sites, grouped together within a single geographical or administrative domain. Commonly, information about all execution sites of a monitoring site is retrieved using different grid middleware than the one used to retrieve information about submission sites. Globus MDS is used to monitor the execution sites, whereas Condor-G is utilized for monitoring of the submission sites. The SAM system is present beneath these different grid middleware realms. The monitoring system performs integration over information retrieved from these different software domains to provide a coherent view of the grid.

(vi) Grid sensors: A grid sensor is a service that is used to access current information about the individual grid-entities, and to notify the monitoring system of the availability of this information. Another common term for grid sensors is information providers. The sensors (information providers) need to be deployed at each monitoring site. The sensors have the capability to retrieve information from the grid components at various levels (monitoring site level, execution site level, and job level) and provide it to the backend layers of the monitoring system. 

(vii) Information servers: Information servers are distributed over the grid, and are responsible for retrieving monitoring information from the grid using the grid sensors. The information servers serve as one of the backend layers to the monitoring system. The system utilizes the slapd servers of OpenLDAP software provided with the Globus MDS, as information servers.

(viii) Web server with JIM-IM engine: A collection of Linux Apache webserver (that has been configured to utilize dynamically loaded modules) and a set of PHP (Hypertext Preprocessor) scripts bundled as a software package – serve as an engine to the monitoring system. These PHP scripts process the information retrieved from the backend layers, and render dynamically produced web pages. The integration of information is also largely performed by this engine. 


The partitioning of the entire grid into submission sites, execution sites and monitoring sites is represented in figure 4.2.



Figure 4.2 Partitioning of the grid into various sites. The monitoring system partitions the various components of the grid according to the functionality exhibited by them as: Execution Sites, Submission Sites, and Monitoring Sites. A Monitoring Site may comprise of multiple Execution Sites and/or Submission Sites grouped together within an administrative or geographical domain. For the purpose of the current prototype system, the monitoring of submission sites is performed discretely from the monitoring sites. However, in principle, the submission sites are geographically present within a monitoring site.

The architecture of the system is of an On-Demand nature (figure 4.1) for most of its components. Hence for those components, only an information request leads to its retrieval from the grid. This makes the monitoring system incur less cost on the system-resources being utilized for the information generation and processing. However, for monitoring the information from the submission sites, the architecture relies on periodic generation of data by Condor’s internal mechanisms [CONDOR-ADS].

4.2 Design


The design of JIM-IM involves methodologies used for data representation; construction of data models; construction of information layers within the System; and formulation of several protocols that utilize several existing standards to facilitate efficient discovery of the grid-components and information retrieval in a fault-tolerant manner.

4.2.1 Representation of Information


Representation of information requires extensibility and flexibility. The Monitoring System utilizes for data representation:

a. Globus MDS [MDS-1], which in turn adopts the data representation and API defined by the LDAP [LDAP-1] Directory Service protocol based on X.500, and 

b. Condor ClassAds [CONDOR-ADS], which provide information generated by Condor or Condor-G about the entities of the grid.

The MDS information model organizes related information into well-defined collections known as entries. MDS contains several entries; each represents an instance of a type of object. Information about an entry is represented by attributes, with name-value pairs. The attributes are associated with particular types of objects represented by an entry. 

4.2.1.1 Naming Conventions for the Directory Information Tree

In order to identify an MDS entry uniquely, it needs to have a unique Distinguished Name (DN). All the entries (figure 4.4) form a hierarchical namespace called a Directory Information Tree (DIT). The DIT provides a faster and simpler way to search for a particular entry. The DN [RFC-2253] for a specific entry can be constructed using the entries on path from the DIT root to the node of the entry. For instance, the Distinguished Name shown in figure 4.3, lists an example of a generic DN to uniquely identify the SAM-Groups of a particular SAM-Station on the grid.

    < Sam-View-Group-Name=groups,


Sam-View-Group-Name=configuration,


Mds-Software-deployment=SamStation-SAM_UNIVERSE-SAM_STATION,


Sam-View-Group-Name=details,


Mds-Software-deployment=Sam,


Jim-Cluster=JIM_CLUSTER,


Jim-Site=JIM_SITE,


Mds-Vo-name=SAM_EXPERIMENT,


o=samgrid >

Figure 4.3 An example of a Distinguished Name. A Distinguished Name is shown with its components listed in little-endian order. This DN uniquely identifies the SAM-Groups of a particular SAM-Station on the D(/SAM-Grid. In order to locate this node on the Directory Information Tree, the path from the <o=samgrid> (the root of DIT listed at the end of the DN) to the experiment, followed by site, cluster, Station name and Universe, the particular entry corresponding to the configuration and disks – can be traversed.
4.2.1.2 Object Classes 


Within the DIT as in figure 4.4, each entry is associated with a user-defined type, known as Object Class. The Monitoring System uses the extensions to the MDS/LDAP-defined [RFC-2256] standard object class definitions.

Figure 4.4 A representation of the Directory Information Tree designed for the system. The root specifies the Organization, each of its child nodes specify a Virtual Organization. Further, the monitoring sites are specified followed by the components within a site. Note that the shaded regions (the invocation points on the tree for the Grid Sensors) specify the location for the information related to the particular grid component one level higher. For brevity, the tree has been illustrated in a way so that the nodes and grid-sensor invocation points are shown for only a single node, related to a grid component, one level higher. The traversal of the DIT from the root node to a specific shaded region invokes the corresponding Grid Sensor. This leads to generation of information about the entry specified by the Distinguished Name formed by the path to this region.

All the attributes of an entry are characterized in the object class definition. An inheritance relation can also be made in this definition that extends an existing object class definition. An example of such a set of definitions is shown in figure 4.5. 


In figure 4.5, the object class 'SamConfigurationGroups' is a representation of a SAM-Group and inherits from the object class 'SamBase', so it is required to contain attributes Sam-Server-Status, Sam-Group-Name, and Sam-Group-Administrators-Local-Id. Other attributes are optional but provide a more descriptive view of the current status of Groups for a SAM-Station. 

4.2.1.3 Class-Ad’s from Condor


Condor [CONDOR] and Condor-G [CONDOR-G] have built-in mechanisms for representing resources, jobs, and schedulers. This information is used for brokering and match-making of jobs submitted to the grid. The JIM-IM makes use of this information and integrates it with the information received from other sources. Unique Global job-id’s are generated by other packages of SAM-Grid, and also utilized for identifying jobs on the grid and monitoring them. 


A simple Class-Ad is listed in figure 4.6, this is a type of Ad used for advertising a resource, evident from the value of the MyType attribute. This Ad seeks different types of Ads as defined by the TargetType attribute. The other attributes uniquely identify this entity (resource or job) amongst others of the same category. 


Class-Ads for jobs are designed in a similar format, with a more complex representation. They are utilized to define the various requirements the job seeks to be met with a resource on the grid, the files involved, various arguments to be passed, and other platform/architecture details.


Figure 4.5 An example of object class definitions used in the monitoring system. These definitions conform to the LDAP standards (RFC 2256). 'SamConfigurationGroups' and 'SamConfigurationGroupsViewGroup' are object classes that extend other object class definitions. Each definition contains the attributes which must be always present in the information, along with other optional attributes. More complex structures can be defined using attribute names that are themselves Distinguished Names, to represent the graphical nature of entities in a grid environment.

Figure 4.6 An example of a Machine-Ad used in the monitoring system. The format conforms to the Condor Class-Ad standards. The resource advertises this Ad periodically to the grid. As long as an Ad is alive, the resource is considered available for brokering, match-making and execution purposes. Similar but more complicated Ads are used for identifying Jobs and Schedulers on a grid. 
4.2.2 Information Processing Layers of the System



The Monitoring System comprises of different layers that define the processing of information. A pictorial view of these layers is provided in figure 4.7 as:

Layer 1: Information Generation 

Layer 2: Information Transformation 

Layer 3: Information Integration & Filtering

Layer 4: Information Presentation 


All the layers except the 4th have two parallel streams of data flow; these need integration for every desired monitoring point in the grid infrastructure. The stream ‘A’ builds upon the globally-distributed Information Servers, whereas the stream ‘B’ has the globally-distributed Condor Services as their foundation. Since the data streams originate and thereafter flow across different software realms, integration of all relevant information is performed beyond Layer 3. It is to be noted that the backend-layers Layer 1 and Layer 2 are highly distributed in nature. 


Figure 4.7 The Information Processing Layers defined by the monitoring system. The data stream ‘A’ and data stream ‘B’ are built on entirely different realms; hence require information to be integrated across all the desired monitoring junctures on the grid. Layer 1 defines Information Generation, Layer 2 defines Information Transformation, Layer 3 stresses on Information Integration & Filtering, and Layer 4 is the Information Presentation layer. The zone beyond Layer 3 serves as an Information Engine, driving the monitoring from the back-ends and upon completion of all processing/integration, finally sending it to a user in a dynamically-rendered ‘html’ format. The final format is both lightweight and hyperlinked when it reaches a user.

The zone beyond Layer 3 serves as an information engine, and plays an important role in extracting data from the lower layers. The information is processed, filtered and integrated in this zone. Thereafter, the monitoring data is prepared to be served to users in a dynamically rendered html format. The main advantage of choosing html to be served at a user’s end is its being very lightweight, standard-form and widely adopted by most browsers. It also eliminates the need to download plug-ins at the user’s end.


Following is a listing of these layers along with a brief description of the configuration features and processing of information that takes place in the monitoring system pertinent to the corresponding layer. 

(i) Layer 1 A: At all the distributed monitoring/execution sites, the information is configured in XML (eXtensible Markup Language) at the initialization of the monitoring process. This XML formatted information for each grid-component is then processed and configured into shell scripts to be used by Information Services.

(ii) Layer 1 B: At all the distributed submission sites, the information is configured in XML at the initialization of the monitoring process. This XML formatted information for each grid-component is then processed and configured into shell scripts to be used by Condor and Condor-G Services.

(iii) Layer 2 A: Grid sensors (information providers) utilize the shell scripts, and extract information from the SAM interface and the general state of the site (e.g., the authorized users’ details). This information is then delivered to the MDS/LDAP interface that provides with a coherent view of the site in conformance with the LDIF (LDAP Data Interchange Format) standard.

(iv) Layer 2 B: Grid sensors (information providers) utilize the shell scripts, and provide data to Condor interface, that delivers information in form of Class-Ad’s. Note that this layer has not been fully implemented for the current prototype system discussed in Chapter 5.

(v) Layers 3 A and B: All the information available to the Layer 3 is extracted from Layer 1 and Layer 2. Loaded with Apache web services, PHP (Hypertext PreProcessor) scripts perform extensive processing of this data.

(vi) Layer 4: After all processing, the information is prepared to be served to a remote user. The user receives a coherent view of the entire grid, and can navigate through the various grid-components using a web interface.

4.2.3 Protocols 

As shown in figure 4.2, the Monitoring System works on logically-partitioned and distributed subsets of the grid. These subsets comprise of monitoring sites, submission sites and execution sites.


However, it is true in most practical cases that a distributed environment may have individual components or entities (sub-components) not available to the grid temporarily, due to system or configuration problems; or an entire site may suffer network (or other) failure. Thus, a more realistic representation of the grid would be as shown in figure 4.8, where the grid has such problems manifested in various ways:

a. A monitoring site has few execution sites not available

b. A monitoring site has few execution sites as well as submission sites not available

c. An entire monitoring site has become unreachable from the rest of the grid

Three efficient design features of any Monitoring System would be to:

I. Be robust enough to notice such temporary failures

II. Provide information about which parts of grid have failed

III. Provide the reasons of failure (if possible)


Figure 4.8 A realistic snapshot of the health of a grid. This snapshot is in contrast to the hypothetical scenario shown in figure 4.2. At a given time, individual components or entities (sub-components) – or an entire partition of the grid may become unavailable due to various kinds of failure. In this snapshot, a monitoring site has 2 unavailable execution sites, another monitoring site has 2 execution + 1 submission sites unavailable, and yet another has all the execution sites unavailable. In the context of this Monitoring system following a design for D(/SAM-grid, an execution site can be called unavailable in 2 respects: (a) it is unavailable as a resource to the grid temporarily (b) it is unavailable to the SAM system temporarily.

The design of JIM-IM follows a set of 4 protocols, in order to reflect the real-life states of a grid, and to add robustness to the System. 


The system also tries to incorporate all the above mentioned (I, II, and III) features. 

(a)                                                                                                        (b)




(c)                                                                                                        (d) 

Figure 4.9 The set of four protocols used by the system. These add robustness to the system and enhance its ability to reflect the ‘health’ of a grid as shown in figure 4.8. 

    (a) Discovery Protocol I (LDAP)

    (b) Discovery Protocol II (CORBA)

    (c) Integration Protocol

    (d) Enquiry Protocol

The design emphasizes on making a transition from the higher level details through the lower level details of a grid.


As depicted in figure 4.9, the Discovery Protocol I is utilized to find all the monitoring sites. This protocol is essentially LDAP v3. The Discovery Protocol II is responsible for finding all the stations/execution sites on a given monitoring site. This protocol is the built-in CORBA based discovery of SAM. The Integration Protocol gives a unified view of a monitoring site including the submission sites, with execution sites, as well. The Enquiry Protocol extracts all information to define ‘a state of the grid’ that is reflective of the real-life snapshot as shown in figure 4.8. The Integration and Enquiry Protocols, combined together, overlap with the zone between Layer 3 and Layer 4 of the Information Processing Layers Model as listed in figure 4.7.


An example of the simplified logic of Integration and Enquiry Protocols combined together with the Discovery Protocols is listed in figure 4.10.

4.3 Implementation


The implementation of the System directly relies on GNU/Linux, Linux Apache/PHP, Shell-Awk scripts; and indirectly relies on C++, Python, XML, Condor, Globus-MDS, and OpenLDAP among other technologies.
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Figure 4.10 Simplified logic of protocols. Two examples showing simplified logic of the Integration & Enquiry Protocols combined together with the Discovery Protocols. 
CHAPTER 5

CURRENT UTILIZATION OF THE WORK

A prototypical grid monitoring system has been developed based on the design and architecture discussed in Chapter 4. This chapter lists certain views from the front-end portal with the available monitoring information.

5.1 The current prototype system

A geographical map serves as an anchor to the execution sites as shown in Figure 5.1, there is also a hyperlink to monitor the submission sites on the grid. The monitoring system can be launched to monitor a particular site by clicking on the available hyperlink on the map. The information from the execution sites at a particular monitoring site is retrieved from the information servers deployed at the monitoring site itself. These information servers utilize the D(/SAM-Grid’s grid sensors (information providers) that are also deployed at the monitoring site. These grid sensors are responsible for generating the information required by the monitoring system, and also serve as an interface with the SAM system. The information about the submission sites and the currently available resources on the grid is retrieved from the Condor/Condor-G interfaces. The system attempts at providing the user with monitoring site level monitoring, the grid-job submission level monitoring, and the progress of execution of the job at the execution site – among other important information pertinent to the entire grid. 


The execution sites in this prototype are actually SAM-Stations, each of these providing information about its SAM entities like projects, disks, and groups. The grid jobs in this prototype are synonymous with the sam-analysis projects of SAM.


The map shown in figure 5.1 shows 11 monitoring sites in 3 different continents on earth: North America, Europe and Asia, along with a link that is an anchor to all the submission sites. The system does not display the submission sites on the map, since their geographical distribution can not always be determined in advance. 
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Figure 5.1 The web interface used for launching the monitoring system. A geographical map serves as an anchor to the execution sites at a particular monitoring site. There is also a hyperlink available that lets a user monitor the submission sites on the D(/SAM-Grid. This map-based interface is an attempt to provide access to the entire grid information in a simple web-portal fashion. The map showed here displays 11 monitoring sites geographically distributed in 5 countries across 3 continents. 

The monitoring system, as an attempt to be more informative, makes available a set of color indicators to monitor various entities of an execution site for the monitoring site level monitoring. The figure 5.2 displays these indicators and the corresponding inference that can be drawn by a user.

[image: image2.png]ASAM-GRID INFORMATION AND MONITORING SYSTEM

rosoft Internet Explorer

Qs - O W B O POsowtr Foroiss @mts @] 3+ 2

cress | €] https/samadams. fal.gov:8080/prototype/

SAM  GRID INFORMATION & MONITORING SYSTEM

Launching the Monitoring System:

Please click at the map to monitor the execut

Inference
Sution v, Actiriey T & more dta bl
Sution v & 20 iy

Sution it

o e ot e St

Ruceved ko o gton o e S
B occmed ot e s ited o
St e oy mmtin

For the grid-enabled information:

@ it bl & i vl cumatly
9 TRy ——————

Participating Experiments:

* Do  ooF

1260 x 1024





Figure 5.2 The basic status indicators used by this monitoring system. A set of indicators provides status information about a particular entity (projects, disks, groups) of an execution site at a monitoring site. A different set of indicators is available for the status information that is related to a particular execution site’s current availability as a resource on the grid. 

In figure 5.3, the monitoring system is shown launched for different monitoring sites with general site level status information. The system utilizes a de-centralized architecture. If the information servers and/or grid sensors deployed at a particular monitoring site are unavailable or fail to provide information, performance of the remainder of this monitoring system remains unaffected. 
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Figure 5.3 Monitoring system shown as launched for 3 different monitoring sites. The information for each monitoring site is retrieved from the information servers deployed locally at that site. The color indicators facilitate in providing an overall view of the grid with status information about the various execution sites. 

The monitoring system focusing on a particular monitoring site is shown in Figure 5.4, with the color indicators providing site-level status information. This information is largely provided by the sam-deployment-summary-reporter information provider. 

[image: image4.png]amadan

SAM Grid Monitoring System

Monitoring at the FNAL Site

view Authorized Grid
Please click on a station's name £o getits Server-Version and Start-time.

For stations that are grid-enabled, the Cluster Detalls can be viewed

through the available link.

Station Name Universe
samadams dev
sammy dev
sameggs dev
central-analysis

droidd

fnal-farm

d-enabled i Experiment
Yes do
Yes do
Yes do
No do
No do
No do
No cdf
No cdf

cccoocoon

A1 Grid Moniaring System - Micrasoft Internet Expl

AR GHmantarRa | & )\, e:15am

screenshats - Micros,

Tistat € £ & 7 [[@civoumensands,

" chaps - irosoft . " Tén Amerca criie o SAM-GRID 1. | i GESTSCREENSHOTS.





Figure 5.4 A single monitoring site with all its execution sites or SAM-Stations. There is provision to monitor: (1) Uptime and SAM-software version of a particular Station.

(2) The SAM-universe allotted to a Station, this can be production (prd) or development (dev).

(3) The current grid-availabilty and related grid-specific details of a Station as a resource on the grid.

(4) The current projects on a Station.

(5) All disks available to a Station.

(6) The groups that have access to this Station.

(7) Physics experiment making use of this Station.

(8) The authorized grid-users for this particular monitoring site.

A description of the color indicators used for site level monitoring is given in figure 5.5, these also reflect that a failed search by the system does not interfere with the other searches.
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Figure 5.5 The legend displaying all the status indicators. Also shown are corresponding inferences that can be drawn, for site-level monitoring. The indicators provide one of the following status information:

(1) Station is alive, activity found, and more data available (hyperlink can be navigated further).

(2) Station is alive, but no activity found.

(3) Station is not found by the CORBA naming service.

(4) A communication error occurred while trying to reach Station by the CORBA naming service.

(5) The monitoring system received unknown exception from the Station.

(6) An error occurred that is unknown to the monitoring system.

(7) Search for information failed, and no information retrieved.

(8) Station is on the D(/SAM-Grid and grid-available currently (hyperlink can be navigated further).

(9) Station is on the D(/SAM-Grid but no information about its current grid-availability.

(10) Station is not on the D(/SAM-Grid.

The system is shown in figure 5.6 with information about SAM-software version, uptime and grid-specific details for a particular Station. The information about the uptime data is provided by the sam-deployment-reporter information provider.
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Figure 5.6 Monitoring the version, start time, and the status of a Station. The monitoring system with information about the SAM-software version, start time, and the status indicator – for a particular Station. If this information is not retrieved, the color of the indicator indicates the particular error that occurred. Also, the grid-details for a Station on the D(/SAM-Grid are shown, that provide the gatekeeper and jobmanager URLs used by the grid to communicate with this Station. 

The monitoring system with projects running on a particular Station, is shown in figure 5.7. The sam-projects-reporter information provider is used for this purpose. Information about the general status of each project is shown as provided by the SAM interface.

[image: image7.png]amadan

SAM Grid Monitoring System

Monitoring at the FNAL Site

view Authorized Grid
Please click on a station's name £o getits Server-Version and Start-time.

For stations that are grid-enabled, the Cluster Detalls can be viewed

through the available link.

Station Name Universe d-enabled Projects Groups Experiment
samadams dev ° Yes do

sammy dev @ Yes do

sameggs

central-analysis
droidd
fnal-farm

A Sam Grid Projects - Microsoft Internet Explorer

Sam Grid Projects

Projects at: sammy - dev >

Sam Project 1d Total Files  Locked Given Delivery Errors Wanted Local Owner  Group
il_sameggs.fnal.gov_133238_19316_0 5 [ il grid
|_sameggs.fnal.gov_161530_23253_0 il grid

terekhov_sameggs.fnal.gov_141608_24966_0 il id

patil_samadams.fnal.gov_161232_30008_0 grid

hannujk_sameggs.fnal.gov_163946_5152 0 16 o id

hannujk_ s.fal.gov_172222_14510_0 grit

‘istart € £ [& 7 [[@cipommentsa.

"Gl chaps - Microso. Screenshots -Mi... | [A America Onine ... | 2} BESTSCREENSH, SAM-GRID ‘SAM Grid Manito. Sam Grid Project... @)% b, 6:34AM




Figure 5.7 Monitoring the general status of projects at a Station. Information is provided by the SAM interface about the total files required, locked files, given files, delivery errors (if any), wanted files, the local owner of the project with the particular group, this project is associated with.  Note that hyperlinks are present to further monitor the progress details of each project, using the corresponding SAM-project-master.

The details for a specific project can be monitored as shown in figure 5.8, with information about all the associated processes. The sam-project-detail-reporter information provider is used for this purpose. Information about the details of each project is shown as provided by the SAM interface.
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Figure 5.8 Monitoring the progress status details for a specific project. The details include information about all the associated processes of a project, and a summary for the consumer. Each process has its state (busy, idle, waiting, or finished) as provided by the SAM-interface.

The monitoring system with disks available to a particular Station is shown in figure 5.9. The sam-config-disks-reporter information provider is used for this purpose. A disks summary for this Station presents the total number of disks, and the inactive disks, with the total amount of available and free disk space in megabytes. Specific information is present for each disk regarding the disk location, disk space, and its status.
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Figure 5.9 Monitoring the disks of a Station. Also shown is a summary for all the disks of the Station. The summary shoes the aggregated information about total disks, total inactive disks, total size and total free space in megabytes. Moreover, information is present for each disk on the Station. This information is extracted from the SAM-interface by an information provider. 

The monitoring system with all the physics groups associated with a particular Station is shown in figure 5.10. The sam-config-groups-reporter information provider is used for this purpose. 
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Figure 5.10 Monitoring the groups associated with a Station. Information is extracted from the SAM-interface by an information provider. Information is related to a particular group’s administrators, the policies followed by the group, various quotas (projects, disks, locks) with the maximum and current values – for a Station.  

The grid-authorized users for a monitoring site are shown in figure 5.11. The authorized users are listed in the grid-mapfile (a text file used as a standard repository of information, by Globus architecture, pertaining to the grid-users certified by a recognized certificate authority). An information provider sam-authorized-users-reporter is used to provide the monitoring system with this information. For known certificate authorities, the information provider also attempts to classify a user as person or service on the grid. 
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Figure 5.11 Information about the authorized users at a monitoring site of the grid. Such users have obtained a certificate from a recognized certificate authority with a global-id that uniquely identifies them on the grid. Information on the known certificate authorities is also provided. A user can be a human or a grid-service, the system attempts to classify the users for the known certificate authorities.

The monitoring system when launched from the anchor link on the web portal, to monitor the submission sites on the grid is shown in figure 5.12. The information can be used when a user wishes to submit a job to the D(/SAM-Grid. A submission site is always known to the user, however the execution is site is unknown during job submission if the user relies on JIM’s brokering services. Hence, the system attempts to facilitate tracking the progress of the submitted job even subsequent to the matching of job with a remote resource on the grid.
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Figure 5.12 The system as launched to monitor the submission sites on the grid. The submission sites are also known as grid-clients, and utilize JIM’s client software packages. This information is retrieved by the system from Condor Class-Ads.

Figure 5.13 describes the procedure a user can follow to monitor the progress of a job subsequent to its submission to the grid from a known submission site.
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Figure 5.13 Monitoring a known submission site. This information is retrieved using the available hyperlink shown in figure 5.12. Information is available about all the jobs that have been submitted to the grid using the scheduler at this submission site. Note that immediately after a job’s submission and prior to its being matched and routed to a remote resource on the grid, the monitoring   system provides the user with the job’s unique id, the owner’s local id, and the status if available. However, at this stage, hyperlinks do not appear. Subsequent to the match, hyperlinks appear and information becomes available about the remote execution site (Station), the corresponding monitoring site, and the project’s progress details as retrieved from its SAM-project-master. If the job (sam-analysis project) has not started execution at the remote station yet, although the hyperlinks are present, the information retrieved from clicking on the Job id displays the project-master status to be ‘cannot talk to Pmaster’ as shown in figure 5.14. As soon as the execution commences, the project-master status shows ‘success’ if no SAM-error occurs, and user can monitor detailed progress details of all the associated processes and consumers.

Monitoring the progress of a submitted job is shown in figure 5.14. A user monitors the progress of the related monitoring site, or directly the execution site (Station). Also, a user can use the system to monitor the detailed progress of the associated individual processes in a manner similar to the one shown in figure 5.8.
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Figure 5.14 Monitoring the status of a submitted job at a remote execution site. Shown is the status of a job (sam-analysis project) submitted from a known scheduler after it has been matched with an available resource on the grid. From this stage, the system provides options to monitor the execution site directly, or the related monitoring site, or the detailed progress status directly form the job’s project-master.  The system also attempts to provide information about the general status of the job, as known to the scheduler. This status can be either: Idle, Running, Removed, Completed, or Held.


The following figures show the utilization of the monitoring system to get information about stations like central-analysis and fnal-farm in  production environment (called ‘prd’ or ‘production’ universe) that are being used by the scientific community. 

The figure 5.15 displays information about real-life sam-analysis projects running on central-analysis Station.
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Figure 5.15 Monitoring real-life production SAM-projects. An example of monitoring real-life SAM-projects on the Station central-analysis (production universe). 

Figure 5.16 shows the use of monitoring system to monitor numerous disks associated with central-analysis Station in production universe. 
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Figure 5.16 Monitoring production SAM-disks. An example of monitoring SAM-disks available to the Station central-analysis (production universe). 

Figure 5.17 (a) displays the monitoring system with information about numerous processes of a real-life project running on fnal-farm Station in production universe. Each process has its state displayed with the latest timestamp since the instant this process witnessed activity.
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Figure 5.17(a) Progress details of processes of a production SAM-project. An example of monitoring detailed progress details of a SAM-project running on the Station fnal-farm (production universe). 

Figure 5.17 (b) shows the remaining part of the system’s view in figure 5.17 (a) with the consumer summary having information about the count of all the processes, number of processes in each of the states: busy, idle, waiting, or finished. The project-master status is also shown, after the system has retrieved information from it. 

[image: image18.png]O8UZ21 aUtarm a0 recon_roat #13.01,U0 idle UT Noy UD; 25: 20
989224 dofarm fd0131 recon_roat 13,0100 busy 31 Oct 11:54:57
989225 dofarm fndo158 recon_roat 13,0100 idle 31 oct 21:06:32
989226 dofarm fndo199 recon_roat 13,0100 idle 31 oct 20:12:31
989228 dofarm fndo115 recon_roat 13,0100 busy 31 Oct 11:58:34
989229 dofarm fndo184 recon_roat 13,0100 idle 01 Nov 03:21:03
989230 dofarm fdo159 recon_roat 13,0100 idle 31 Oct 23:27:25
989236 dofarm fndo112 recon_roat 13,0100 busy 31 Oct 11:59:51
989237 dofarm fndo196 recon_roat 13,0100 idle 01 Nov 00:13:40
989239 dofarm fndo208 recon_roat 13,0100 idle 31 Oct 23:18:47
989240 dofarm fnd0113 recon_roat 13,0100 idle 01 Nov 02:18:26
989241 dofarm fndo197 recon_roat 13,0100 busy 31 Oct 19:34:16
989244 dofarm fndo110 recon_roat 13,0100 idle 01 Nov 03:14:07
989246 dofarm fndoz02 recon_roat 13,0100 idle 31 oct 21:28:33
989247 dofarm fndo203 recon_roat 13,0100 idle 31 Oct 21:19:41
989249 dofarm fdo194 recon_roat 13,0100 idle 01 Nov 02:12:44
989250 dofarm fndo200 recon_roat 13,0100 finished 31 Oct 20:04:27
989251 dofarm fndo19s recon_roat 13,0100 idle 01 Nov 02:28:27
989253 dofarm fndo123 recon_roat 13,0100 idle 31 oct 21:07:14
989254 dofarm fdo111 recon_roat 13,0100 busy 31 Oct 11:59:35
989255 dofarm fndo1s2 recon_roat 13,0100 idle
989256 dofarm fdo201 recon_roat 13,0100 idle
989258 dofarm fndo193 recon_roat 13,0100 busy
989259 dofarm fndo114 recon_roat 13,0100 idle
989260 dofarm fndo190 recon_roat 13,0100 idle
989261 dofarm fdo206 recon_roat 13,0100 busy
989262 dofarm fndo129 recon_roat 13,0100 busy
989264 dofarm fndo207 recon_roat 13,0100 idle
989270 dofarm fnd0117 recon_roat 13,0100 idle
989274 dofarm fdo128 recon_roat 13,0100 idle
989278 dofarm fdo125 recon_roat 13,0100 idle
989289 dofarm fdo116 recon_roat 13,0100 idle
989290 dofarm fndo126 recon_roat idle
933301 dofarm fndo124 recon_root idle

Total Consumers Total Processes

farm.x13.01.00.19125 1 )




Figure 5.17(b) Progress summary of a production SAM-project. An example of monitoring detailed progress details of a SAM-project running on the Station fnal-farm (production universe). 

5.2 Salient novel features of the prototype

The prototype does not rely on any existing monitoring system or any existing LDAP browser, since:

1. The available browsers usually display all the information retrieved from Globus MDS, without much filtering of the irrelevant data. In contrast, this prototype displays only the pertinent information while hiding the unimportant details.

2. The available browsers display only LDIF data from the LDAP backend. In contrast, the prototype integrates information across various grid middleware domains, and is not restricted to information retrieval from a single source like MDS or LDAP.

3. The prototype transparently provides monitoring information from the known submission site to the unknown (at the job submission stage) execution site. This feature is not available in most available browsers.


The prototype does not depend on MDS’s built-in schema since the SAM system needs monitoring based on Stations and not machines, the latter is assumed to be the default resource on the grid by MDS.


The prototype does not utilize MDS’s built-in information providers (grid sensors) since they are limited to providing information about grid entities like processors, file systems, and operating systems among others. On the other hand, D(/SAM-Grid’s resources comprise of entities like Stations, projects, disks, and groups. Hence, the prototype utilizes its own set of information providers as shown in figure 5.18. 


Different D(/SAM-Grid information providers execute at different levels: Monitoring site level, Execution site level, and the Job (sam-analysis project) level. The sam-deployment-summary-reporter and sam-authorized-users-reporter are monitoring site level grid sensors. The sam-deployment-summary-reporter provides information about all the execution sites (Stations) at a monitoring site. The sam-authorized-users-reporter provides information about the authorized users at a monitoring site. The execution site level grid sensors are sam-deployment-reporter, sam-config-disks-reporter, sam-config-groups-reporter, and sam-projects-reporter. These grid sensors provide information related to a particular execution site at this monitoring site. The system also has a job (sam-analysis project) level grid sensor sam-project-details-reporter which provides detailed progress information about a specific job running on a known execution site on this monitoring site. 


Figure 5.18 Information providers (grid sensors) developed for the system. Different sensors execute to provide information about different levels of the grid. Hence, the monitoring site level sensors need to be executed once for the monitoring site. The execution site level sensors need to be executed for each known execution site provided by the Level I sensor sam-deployment-summary-reporter. The Job (sam-analysis project) level sensor needs to be executed once for each project as provided by the Level II sensor sam-projects-reporter. The Level III sensor sam-project-details-reporter directly retrives information from a project’s associated SAM-project-master. 


The monitoring system has a provision for deploying multiple replicated information servers at each monitoring site. The system attempts to bind to the first available server so that if one of the servers fails, the monitoring shifts to the next available information sever. This feature enhances the fault tolerance of the system, and works transparently from a user.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK


As new scientific methods that utilize data-intensive experiments are developed, their reliance on distributed high-performance computing will increase. Grid computing is an enabling technology that may perform a key role in harnessing the distributed computing power more effectively. There is a need to develop systems that assist in monitoring of this enormous distributed computing power. 

6.1 Conclusions


D(/SAM-Grid is being built on the SAM data-handling system and is expected to be one of the important grids used by major high-energy physics experiments. We have developed a prototype grid monitoring system that performs extensive monitoring of this grid, under certain assumptions like:

· All resources of the grid are SAM-Stations.

· All jobs in the grid are sam-analysis type of jobs (SAM projects).

Under these assumptions, the prototype monitoring system has been deployed and tested by monitoring 11 sites in 5 countries distributed across 3 continents, and has delivered the desired level of performance, with as much de-centralized control of information as possible. Robustness is a major feature of the system, with the performance unaffected by unavailable or unreachable parts of the grid. The system utilizes a layered architecture for information processing, with the sources of information distributed across the grid; and also integrates information generated using different grid middleware realms. 


The system follows a novel design and information model developed in coherence with the SAM architecture. A web based front-end of the prototype system serves the need for ubiquitous monitoring of the grid. The usage of LDAP and CORBA at different levels provides more consistent discovery of resources, than the default LDAP based discovery mechanisms in contemporary grid middleware tools.

6.2 Future Work


The system needs to be evolved with the new releases of future versions of the SAM software, due to its being closely coupled with the SAM interfaces. Also, web-based job submission services need to be added to the monitoring system to converge the design into a complete grid-portal. 


Monitoring of different types of jobs (for instance, monte-carlo jobs and caf jobs) that execute on a diverse range of resources needs to be taken into account in the future enhancements to this system. 


A full-fledged MDS GRIS/GIIS discovery mechanism needs to be utilized to dynamically discover a newly added monitoring site on the grid. A possible methodology is to attach geographical co-ordinate information with each monitoring site, and converge it with the positional co-ordinates on the map at the web interface of the portal. This is, however, dependent on the improvements in performance of the new releases of MDS/OpenLDAP implementation.


The success of the prototype grid monitoring system under the current assumptions provides great motivation for this future work.
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		Sam-View-Group-Name


 	  )


	)





      objectclass ( 


        NAME 'SamBase'


        SUBCLASS OF 'Mds'


        MAY CONTAIN (


		Sam-Server-Status


 	  )


	)











MyType = “Machine”


TargetType = “Job”


Site = “IC”


Schema = “v0_7”


SamStationName = “imperial-test”


SamStationUniverse = “dev”


SamStationExperiment = “d0”


Name = “imperial-test.d0.dev”


Architecture = “Linux+2.4”


Gatekeeper_url = “sampc.hep.ph.ic.ac.uk:2119/jobmanager”


StartIpAddr = “<155.198.211.209:54496>”


LastHeardFrom = 1035560520
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Failed Grid-partition





Failed submission/execution sites




























































































































































































































































































































































































get information about all Schedulers;


integrate information;


get information about all Resources;


integrate information;





	for each Scheduler {


		get information about all Jobs;


		for each job {


			match the pattern with an overlapping Resource;


			if match successful {


				retrieve information from the Resource;


				integrate information with matched Resource;


				if this integration successful {


					integrate information with Exec Site;


					discover the Exec Site;


					enquire the Exec Site;


				} else { 


					try integration later;


				}


			} else {


				retrieve other information for this job;


				try match later;


			}


		} 


		integrate information;	


	} 


	integrate information;


		











discover all Monitoring Sites;


get all bind details of each Monitoring Site;


get information about all Resources;


integrate information;





	for each Monitoring Site {


		try bind;


		if bind successful {


			get information about all Exec Sites;


			for each Exec Site {


				discover the Exec Site;


				enquire the Exec Site;


				retrieve information;


				integrate information with Resources;


			}


			integrate information;


		} else {


			try bind unless success or all bind details exhausted;


		} 


	} 


	integrate information;








D(/SAM-Grid Information Providers (Grid Sensors)





sam-deployment-summary-reporter





sam-authorized-users-reporter





sam-deployment-reporter





sam-config-disks-reporter





sam-config-groups-reporter





sam-project-details-reporter





Monitoring site level





Execution site level





Job (project) level





sam-projects-reporter
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