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Central Fiber Tracker (CFT)

Btw silicon tracker and 2 Tesla solenoid

Covering |η| < 1.7 (22° to beam axis)

Scintillating fibers read out by Visible 
Light Proportional Counters (VLPCs)

71’680 fibers in 8 axial and 8 stereo 
doublet layers with radii from 20 to 52 cm

Segmented into 80 4.5°-wide sectors 

Surrounded by pre-shower detectors
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Fig. 1. Axial view of one quarter of the CFT, CPS, and FPS detectors.

proportional to the transverse momentum of the particle.
The CFT provides coverage down to about 22 from the beam
axis.

The CPS is constructed of three cylindrical layers immedi-
ately outside the solenoid (radius 70 cm). One of these layers
is axial and the other two are stereo layers. The CPS provides
additional means of identifying electrons and photons with cov-
erage down to about 23 from the beam axis.

Unlike the CPS and CFT detectors, the FPS detectors are ori-
ented in the transverse plane, and are positioned near both end
caps. The FPS is comprised of four stereo layers with a lead ra-
diator in the middle. It provides additional electron and photon
identification in the forward region; coverage is from 25 down
to 9 from the beam axis.

The active medium of the CFT, CPS, and FPS detectors is
plastic scintillator which transforms a small fraction of the
energy deposited by a traversing charged particle into visible
light. Approximately 100 000 optical waveguides deliver this
light to visible light photon counters (VLPCs) [10], [11]. The
VLPCs are light-sensitive solid-state photomultipliers that
convert the light into electrical signals. When cooled to K,
the VLPCs exhibit a quantum efficiency of about 80% and a
gain in the range of 17 000 to 65 000. A typical signal from a
charged particle crossing a CFT fiber thus consists of about 400
000 electrons. These minute charge pulses are discriminated by
the analog front-end (AFE) boards [12] located on the VLPC
cryostat. The AFE boards also store the charge pulse in an
analog pipeline for later digitization and readout [13].

III. OVERALL SYSTEM DESIGN

The input to the CTT system consists of the discriminator
bits generated on the AFE boards every 132 ns. These discrim-
inator bits are sent from the AFE boards over point-to-point
low-voltage differential signal (LVDS) links to chains of
digital front-end (DFE) boards, shown in Fig. 2. All of the
DFE boards in the CTT system are built using a common
6 U 320 mm motherboard that supports as many as two
daughterboards. Currently, there are two different daugh-
terboard layouts which have different sizes and numbers of

Fig. 2. A DFE motherboard with two singlewide daughterboards.

field programmable gate arrays (FPGAs). A transition board
allows a DFE motherboard to drive LVDS, fiber optic, and
coaxial copper links. CTT-specific protocols [6] define the
data format for communication between all DFE boards and
consumers. This hardware modularity, when coupled with
the flexibility of FPGAs, enables the CTT designers to hide
the application-specific functionality in firmware. Thus, the
number of unique DFE boards in the system is minimized. This
offers many benefits such as faster hardware development time,
simplification of the control and monitoring software, and a
reduction of spare board inventories.

The CTT system is comprised of three subsystems: CFT/CPS
Axial, CPS Stereo, and FPS. Of these, CFT/CPS Axial and FPS
subsystems make L1 trigger decisions and send trigger terms
to the DØ trigger framework. All three subsystems participate
in L2/L3 readout by sending track and cluster lists to various
preprocessor and readout crates with a dead time not exceeding
5%. In the following sections we will focus primarily on the
CFT/CPS Axial subsystem.

IV. CTT SUBSYSTEMS

A. CFT/CPS Axial

The CFT/CPS Axial subsystem (Fig. 3) is designed to pro-
vide triggers for charged particles with GeV/ at
the highest possible efficiency. In addition to finding tracks the
CFT/CPS Axial subsystem must also find preshower clusters,
match tracks to clusters, and report the overall occupancy of the
CFT axial layers. Significant resources are allocated for trig-
gering on isolated tracks, which are single high tracks in
sectors with low occupancy. The CFT/CPS Axial system also
supplies the L1 Muon and L2 Silicon Track Trigger (L2STT)



Central Track Trigger (CTT)

Hardware trigger on level 1 running at 7.6 MHz (132 ns / decision)

Uses hit pattern from CFT axial layers to 
find tracks in r-phi plane with 4 different
pT thresholds: 1.5, 3, 5, 10 GeV

Tracks constrained to beam-spot region

Provides additional information on
isolation & pre-shower match

Delivers tracks for L1 Muon & CalTrack trigger

Generates seed tracks for the level 2 silicon track trigger
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Run IIa hardware limited the number of 
fiber hit combinations (equations)

Combine 2 fibers into one doublet space-point
With increasing occupancy, the fake track rate 
dominates due to combinatorics

Solution is to use the full granularity of 
the CFT using single fiber hits

Increases number of track equations from 16k to 
50k per sector
Needs larger FPGAs with faster download for 
track equations

Equations and trigger algorithms 
continue to be optimized to keep 
trigger rate under control

Upgrade of the Track-Finding Hardware
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Track finding hardware (DFEA2):
Four large Xilinx Virtex II FPGAs 
6U x 320mm format
Custom backplane
Two trigger sectors per board
8 (4) x 1.5Mbps bus LVDS inputs (outputs)
Two 1-Gigabit coaxial copper outputs
Designed at Boston University

New crate controller
Gigabit optical Ethernet connection

Improved infrastructure
New redundant power distribution
New crate design to improve cable routing

New Hardware Components
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Preparation & Commissioning

Before the upgrade, the new hardware and trigger algorithms were 
tested in the real environment

2 new track-finding boards (4 trigger sectors) were running in parallel to the old system
1-to-1 comparison of the performance
using the same algorithms
Excellent setup to test 
new algorithms
Operational experience (stability/monitoring)

A partial version of the singlet equations was 
deployed in the old hardware 2 months before the upgrade

Full assessment of the expected trigger rate reduction for high pT tracks

For the commissioning, the same algorithms as before the upgrade were 
deployed on the new hardware

Unchanged physics performance allowed for a quick check-out of the system
The system performs excellently since the beginning
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New Hardware Installed
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One- and Two-Track Trigger Rates
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Fig. 3. L1 trigger rates of single and double track trigger as function of luminosity for doublet equations (red) and singlet equations (blue)
for the 4 different pT thresholds of 1.5GeV (a), 3GeV (b), 5GeV (c), and 10GeV (d).
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Track Trigger Turn-on Curves
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Fig. 4. Single track trigger turn-on curves for doublet equations (red) and singlet equations (blue) for the 4 different pT thresholds of

1.5GeV (a), 3GeV (b), 5GeV (c), and 10GeV (d).

pT > 1.5 GeV pT > 3 GeV

pT > 5 GeV pT > 10 GeV
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Performance using Z➙μμ Events

Efficiency of the single track trigger for pT > 10 GeV is measured using 
unbiased muons from Z decays (tag & probe method)

Using the same events as input to simulation of CTT hardware

Singlet equations yield a higher efficiency
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Summary

The upgraded Central Track Trigger was ready for first beam

The new track-finding hardware exploits the full CFT granularity

Trigger rates are reduced by up to a factor of 10

The track finding efficiency is similar or better

Trigger turn-on is sharper

Further improvements in 
trigger algorithms are needed 
to cope with increasing 
peak luminosity
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