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Multivariate Analysis for Tau ID

Andrew Askew, B. Paul Padley, Dhiman Chakraborty (in Absentia), and Leo Chan. (note: The neural network effort was mainly that of Dhiman.  Currently he is on leave and we have attempted to describe his work here on his behalf)

This note describes the use of a neural network and a kernel estimation method (PDE) to perform multivariate analysis to select Tau objects. Both methods produce comparable results and select taus with good efficiency and good background rejection.

Data Sets

To increase the efficiency of the number of tau leptons identified, an analysis using neural networks was performed.  The data set selected for the training and testing consisted of four Pythia Monte Carlo files in HBOOK format (reconstructed with preco03.07).  The selected signal was Z->, with an average of 1.1 minimum bias events. For background, the same generator was used to create QCD background events having a transverse momentum greater than 20 GeV/c and the same minimum bias.  Each set of events was subjected to the following cut: each event was required to have at least one calorimeter cluster, with no less than one track within dR<0.4 ring about the cluster (dR is defined below in the description of the inputs used in the neural network).  In each case, only the first calorimeter cluster, the first tau candidate, was selected for use in the training or testing (therefore each ‘event’ can be viewed as a single tau). The number of events in the Monte Carlo files and the number of events remaining after cuts were applied is summarized below.

	Total Number of events
	Remaining after cut:

	Signal Training: 1368
	1065

	Background Training: 1757
	1277

	Signal Testing: 1229
	973

	Background Testing: 1772
	1264


Neural Network

Using the Physics Analysis Workstation (PAW) with its built in Multi-Layer Perceptron (MLPfit) package, a neural network was developed to provide event classification for tau leptons. A network with 9 input nodes, twenty hidden nodes in one hidden layer were chosen for the network and one output node was used.  During training the output node was set to 0 for background and 1 for signal

Nine input variables were chosen encompassing both calorimetry and tracking information.  These variables represent a subset of the Hmatrix variables used for analysis.  These variables were normalized such that their values would be comparable in magnitude to each other.  A list of these inputs to the neural network, along with a detailed description of their content follows:

1.) E_em3/E_tot: Energy deposited in the third layer of the electromagnetic calorimeter divided by the total cluster energy.

2.) E_em4/E_tot: Energy deposited in the fourth layer of the electromagnetic calorimeter divided by the total cluster energy.

3.) E_fh/E_tot: Energy deposited in the finely segmented layers of the hadronic calorimeter divided by the total cluster energy.

4.) Crms: The calorimeter cluster RMS, defined to be
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where the sum is carried out over all the calorimeter towers and:

i and i are the (, ) coordinates of the ith calorimeter tower,

pTi is the transverse momentum measured by the ith calorimeter tower, pT is the total transverse momentum measured in the calorimeter, and c, c are the coordinates of the calorimeter cluster.

5.) Ehot_2/E_tot: The sum of the energy deposited in the two hottest towers (the two towers with the greatest energy deposition) in the calorimeter divided by the total cluster energy.  This is also sometimes referred to as the Profile.

6.) Log10(E_tot)-1:  Logarithm (base 10) of the total cluster energy minus one.

7.) Trms:  The track RMS, defined to be
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where the sum is carried out over all of the tracks (within dR<0.4 of the cluster) and (i, i) are the (,) coordinates of each individual track, with pTi being the track’s transverse momentum, pT is the sum of all the track transverse momenta (tracks within dR<0.4) and
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where these individual sums are over the calorimeter towers, with (j, j) being the tower’s (,) coordinates, pTj the measured transverse momentum in each tower.

8.) Ln(Nt2): Natural logarithm of the number of tracks within a dR <0.4 of the calorimeter cluster where dR is defined to be:
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where (, ) are the coordinates of the track and (C, C) are the coordinates of the calorimeter cluster.
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(Nt2-Nt1)/(Nt2+1): Number of tracks within dR<0.4 of the calorimeter cluster minus the number of tracks within dR<0.2 of the cluster, divided by the number of tracks within dR<0.4 plus one (for normalization), where dR is as defined above.

  The network was trained over 200 iterations so that the weights from the inputs to the hidden layer, and the hidden layer to the output could be properly adjusted to minimize the error.  The standard MLPfit parameter set was used (randomly seeded initial weights and a fixed increment of change for the weights), and the optimization of the weights was carried out using a standard (BFGS) line search algorithm.

The performance of the neural network lead to an increase in the number of candidates correctly identified as tau leptons. A factor of two reduction in background efficiency at ninety percent signal efficiency was found to result by using the neural network approach rather than Hmatrix.  The trained neural network parameters (weights, offsets), as well as the code for reconstructing the data samples are available via CVS.


(Above, efficiency is defined as the number of events surviving a cut made on the neural network output, divided by the total number of events that were used in testing.)

Probability Density Estimation (PDE):


The standard probability density estimation (PDE) method of multivariate data analysis has been previously documented.  At Rice University, this method has been implemented in object oriented C++ code, along with an additional improvement detailed below.  A makefile for this code has been written for the production of a shared object, which may be loaded into the ROOT object oriented analysis suite.  An analysis was performed using this method for a comparison to the above neural network approach, in the discrimination between tau lepton decays and QCD background.


Traditional (or fixed kernel) PDE analysis has only one free parameter that requires optimization.  Recall that the discriminant function in PDE is defined to be:
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 where j is the standard deviation from the mean for each variable xj.  The xj are the set of variables this analysis is being performed on.  These are the initial input variables after being transformed via linear algebra methods into a set in which the first order correlations vanish.  Here, K is the kernel chosen to suit the structure of the data, for this analysis the gaussian kernel, and h0 is a tunable parameter, which must be optimized for the data set.  A simple plot may be formed of sample purity (as defined below) versus the parameter h0, and the maximum value used for the analysis.   

Using this method an N dimensional surface is formed using the sum of these kernels for a given set of training data for both signal (fs) and background (fb).  Using a linearly independent set of testing data, and the feature functions (fs, fb), a discriminant function value (D(x)) can be found for each event in the testing sample, representing the likelihood of the event being signal or background. 

The PDE adaptive kernel builds on this method with one modification.  An additional parameter  is used to further fit the gaussian kernels to the data set. A pilot 
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 and then the analysis is performed using
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where  must be optimized along with h0 for the data set.   


Currently the two dimensional optimization of this new method is done by forming a surface in the parameter space of h0 and in 0.05 increments in both  and h0), by taking the Purity of the signal at that point, where here we define purity as
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where s is the number of events from the testing sample surviving a given cut (generally at D(x) = 0.5) on the discriminant function divided by the total number of signal testing events (s is defined to be the signal efficiency at D(x) = 0.5), and b is the number of background events that survive that same cut on the discriminant divided by the total number of background testing events (background efficiency at D(x)=0.5).  The maximum purity on this surface denotes the proper choice of parameters to be used in the final analysis.


For the purposes of tau identification, the same variable set, as well as the same samples of training and testing data were used in the PDE analysis as the neural network analysis.  For this analysis to be carried out the HBOOK files from the previous study were converted to ROOT files, and the work carried out in the ROOT environment.  The PDE Adaptive kernel results, as well as the fixed kernel estimation results, were in close agreement with the improvement showed over the Hmatrix by the neural network example.  Currently the PDE source for ROOT analysis has not been put into a package in the CVS.
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