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Abstract

This document presents the searches for the flavour-changing neutral current decays
B? — ptu~andB? — ¢ utpu~. A data set with integrated luminosity of 300 Phof
proton-antiproton collisions gf's = 1.96 TeV collected with the D@ detector in Run Il of
the FERMILAB Tevatron collider is used. The former decay mode is particularly sensitive
to supersymmetric extensions of the Standard Model. For the latter mode, a measure-
ment of the branching ratio could validate the prediction of the Standard Model. In the
absence of an apparent signal, a limit on the branching fra&i{@{ — "1 ~) can be
computed by normalising the upper limit on the number of events ibBthgignal region
to the number of reconstructdgi* — J/¢» K* events. An upper limit on the branching
fraction of

B(BY — utp™) <37 x 1077

at a 95% CL is obtained. This limit can be used to constrain models beyond the Standard
Model. In models where the lightest supersymmetric particle is considered to be a dark
matter candidate the limit aids in restricting the dark matter scattering cross section on
nucleons. For the decay? — ¢ u™ i~ also no signal has been observed and an upper
limit on the branching ratio normalised 8 — .J/v ¢ events of

B(B) — ¢putp)
B(B! — J /¢ ¢)

at a 95% CL is obtained. In addition, the rare deé}y— v(25) ¢ has been observed.
To measure a branching ratio, th¢ — .J/¢ ¢ mode was used for normalisation, while
B* — ¢(28) K* andB* — J/v K* modes were used as control samples. The relative
branching ratio has been measured to be

< 4.4 %1073

B(B) — ¥(25) ¢)

B(BY = J/40) = (0.58 +0.24 (stat) 4+ 0.09 (sys)




Zusammenfassung

Die vorliegende Arbeit beschreibt die Suche nach fladmdernden neutralen $tmen

der seltenen Zeifle B — p™u~ und B — ¢ ptp~. Dazu wurde ein Datensatz mit
einer integrierten Luminosit von 300 pb! von Proton-Antiproton-Kollisionen benutzt,

der bei einer Schwerpunktsenergie vga = 1.96 TeV gesammelt wurde. Dieser Daten-
satz wurde mit dem D@-Detektor im Run Il des Tevatron-Beschleunigers aufgezeichnet.
Der Zerfall B — pu~ ist besonders auf supersymmetrische Erweiterungen des Stan-
dardmodells der Teilchenphysik sensitiv. Mithilfe des Zerfdls — ¢ u™u~ konnte
durch eine Messung des Verzweigungswadriisses die Vorhersage des Standardmodells
uberpiift werden. Da in der ersten Suche kein Signal gefunden wurde, kann eine obere
Schranke auf das Verzweigungsvaithis B(BY — ™ u~) bestimmt werden, indem die
beobachtete Anzahl von Ereignissen in d&r Signalregion auf die Anzahl der rekon-
struiertenB* — J /vy K* Ereignisse normiert wird. Es wurde eine obere Grenze auf das
Verzweigungsverdltnis von

B(BY — utp™) <3.7x1077

bei einem Konfidenzniveau (CL) von 95% ermittelt. Diese obere Schranke kann be-
nutzt werden, um rigliche Erweiterungen des Standardmodells der Teilchenphysik aus-
zuschliessen. In bestimmten supersymmetrischen Theorien, in denen das leichteste super-
symmetrische Teilchen ein Kandidéirfdunkle Materie darstellt, kann nun der Wechsel-
wirkungsquerschnitt zwischen Nukleonen und dunkler Materie eing@&sktwerden. In
der Suche nach dem Zerfal> — ¢ p™ 1~ wurde ebenfalls kein Signal beobachtet. Da-
her konnte eine obere Schranke auf das Verzweigungahmifhinormiert auf den Zerfall
BY — J/v ¢ von
B(B) — ¢ptu”)
B(B) — J/¢ )
bei einem CL von 95% ermittelt werden. Ausserdem konnte der seltene ZBffal:
¥(25) ¢ beobachtet werden. Um ein Verzweigungswdtriis zu messen, wurde der
Zerfall B — J/v ¢ als Normierung benutzt. Ferner wurden die bekanntenaHerf
B* — (259) K* und B* — J/¢y K* als Kontrollkaréle studiert. Das relative Ver-
zweigungsverdltnis wurde schliesslich zu

B(BY — ¥(25) ¢)
B(BY — J/{¢)

<4.4x1073

= 0.58 £+ 0.24 (stat) £+ 0.09 (sys)

bestimmt.
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Introduction

Since the origin of mankind, man has tried to understand its environment and the manifold
processes that are related with it. He has tried to find rules for regularities underlying his
observations. As time evolved the techniques to investigate and describe observation
evolved, too. At all times, the goal was to find one coherent description for all processes.

Today we observe very small as well as very large-scale objects and try to find one
coherent description for both. The very large-scale objects are described by the theory
of gravitation. The very small objects are the subject of the field of particle physics
and the theory which describes best our findings is called the Standard Model of particle
physics. Within the Standard Model, there exist descriptions of the most basic particles
and their properties. Also described are the means by which these particles interact with
each another, giving rise to the forces observed in nature. This approach of predicting
particle interactions has proven to be a very powerful tool for understanding matter on
its most fundamental level. However, the Standard Model is an approximate theory and
is not believed to be the ultimate description of nature. These issues reinforce the belief
that the Standard Model only describes a portion of physics and that a more complete
theory could someday be formulated. Therefore, physicists continue to test the Standard
Model’s predictive ability in an effort to identify physics that cannot be described by the
model. Such searches for new phenomena will continue to expand the unknown horizon
of particle physics.

The most important method for testing the Standard Model is the acceleration of par-
ticles to high energies. If two accelerated particles are collided they can annihilate or
scatter. If the center-of-mass energy of the colliding particles is sufficiently large the re-
sulting annihilation or scattering can create final-state particles that are different from the
original particles. There are two main types of particle accelerators: linear accelerators
and synchrotrons. Linear accelerators are machines which accelerate electrically charged
particles to a specific energy over a straight path. Collisions between particles can be
arranged by directing the particle beams of two opposite-facing linear accelerators at a
single interaction point. Synchrotrons are circular accelerators. Such accelerators allow
for two counter-rotating beams in the accelerator at the same time, and these beams can
be brought into collision at different points along the ring.

1



Around the interaction point a detector is built to observe the properties of the new
particles created. The most useful information is the energy and momentum of the final
state particles created in the interaction of the initial particles. The detectors contain sub-
detectors which allow tracking of the particle to measure their direction of flight and their
momentum and calorimetry to measure deposited energies.

This thesis is organised as follows:

The first Chapter provides a brief introduction into the Standard Model. The theoret-
ical background on flavour changing neutral decay®ohesons is given in the second
Chapter.

An overview of the experimental environment, treRMILAB collider and the D@ de-
tector are presented in Chapter 3. This is followed by an introduction into event recon-
struction and object identification in Chapter 4 and data and event selection in Chapter
5.

The optimisation of the analyses and various multivariate techniques used are pre-
sented in Chapter 6. A short introduction to the calculation of limits using different ap-
proaches is given in Chapter 7.

The analyses are presented in Chapters 8 to 10. In Chapter 8 the search for the rare
flavour changing neutral current decBy — u "y~ is presented followed by the search
for the rare decayB? — ¢ u"p~ in Chapter 9. In Chapter 10 the observation of the
decayB? — ¢(25) ¢ and a measurement of its relative branching ratio with respect to
BY — J/v ¢ is presented. This Chapter reports also on the measurement of the relative
branching ratio o3+ — (25) K* with respect taB* — J/¢y K*.

This thesis is concluded with an outlook and a summary.



Chapter 1

Standard Model of Particle Physics

The interactions between the known smallest constituents of matter, namely the quarks
and leptons, are described by the Standard Modgbarticle physics. Although the
Standard Model is very successful in making predictions for physical observables with
high accuracy, it is not thought to be a final theory as it contains many free parameters
whose values cannot be predicted but have to be measured by experiments.

The Standard Model is in fact a composition of two theories: Geshow-Salam-
Weinberg(GSW) model of electroweak interactions, describing the electromagnetic and
weak forces, andQuantum Chromodynami¢®QCD), describing the strong force. Still
separated from the other forces is Gravitation. No quantum field theory has yet been for-
mulated to describe it, the best description being Einstein’s theory of General Relativity.

The Standard Model contains two kinds of fundamental elementary particles: matter
particles and force carriers. The matter particles can be divided into two types of fermions
(particles with intrinsic spin of 1/2): quarks and leptons. These fermions all have mass
and are the constituents of the physical universe. Each fermion has an associated anti-
particle with equal mass and lifetime but opposite charge quantum numbers. The fermions
can be classified in generations according to their rising mass. Corresponding particles
from different generations have different mass but otherwise identical quantum numbers
and interactions. The Standard Model does neither constrain nor predict the number of
generations. Until now three generations have been observed, as shown in Table 1.1.
The force carriers have integral spin and are called bosons. Interactions between the
matter particles are mediated via exchanges of these bosons. These exchanges give rise
to the three Standard Model forces: electromagnetic, weak, and strong. Although not yet
included in the framework of the Standard Model, Gravitation is thought to be mediated
by a massless spin two boson called graviton The observed five force carriers are
listed in Table 1.2.

LIn the following description of the Standard Model, the conventions of [1] have been used.

3



4 Chapter 1. Standard Model of Particle Physics

Table 1.1: The spin-1/2 particles (fermions) of the Standard Model of particle physics.

Leptons Quarks

Particle Type Symbol Charge Particle Type Symbol Charge

electron neutrino v, 0 up quark u 2/3
electron e -1 down quark d -1/3
muon neutrino Vy 0 charm quark c 2/3
muon 1 -1 strange quark s -1/3
tau neutrino vy 0 top quark t 2/3
tau T -1 bottom quark b -1/3

Table 1.2: The integral-spin particles (bosons) of the Standard Model of particle physics.

Bosons

Particle Type Symbol Charge Force Mediated

photon v 0 Electromagnetic
W+ boson W+ +1 Weak
W~ boson W= -1 Weak
Z boson Z 0 Weak
gluon g 0 Strong

1.1 Electroweak Interactions within the Standard Model

In the Standard Model, electroweak interactions are described &), @ U(1)y
gauge theory, combining the two groug#/(2); of weak isospin and/(1)y of weak
hypercharge. In this theory, the left-handed fermion fields form weak isospin doublets
while the right-handed componenfts are SU (2) singlets. The first generation can be

represented as
(6) , ER and (U> , UR, dR. (11)
Ve) I, djp,

This classification ensures that the parity violating A structure of the weak interactions
will be obtained. The weak hypercharyeds related to the electric charggand the third
component of the isospify via

Q:h+§. (1.2)
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By imposing local gauge invariance ¢fU(2), ® U(1)y the GSW gauge theory is
obtained. TheSU(2), weak isospin gauge group will have three gauge bosons, namely
Wﬁ, Wﬁ ande, with one coupling constant TheU (1)y hypercharge gauge group will
have one gauge bosds),, with a coupling constant /2. However, the Lagrangian that is
obtained by requiring this gauge invariance does not describe the electroweak interactions
correctly. Moreover, all gauge bosons and fermions in the theory are massless. This is
obviously not what is observed in nature.

The GSW model addresses the problem of gauge boson masses by introducing an
SU(2) doublet of complex scalar (spin-0) fields to the Standard Model Lagrangian

[ ot - ¢t = (g1 + iga) /V2
= ( ¢° ) with ¢° = (¢3 +ida) /V2 (13)

which interacts with itself via a potentidf (¢) = u? ¢¢ + A (Egb)Q. To force non-zero
boson masses, we consider the casg?& 0 and\ > 0, giving V(¢) two minima at

o = £/—n?/2X = +v. We have the freedom to choose either solution as the ground
state forp and in this discussion we shall choose the positive solution. We can then rewrite
the scalar field as an excitation relative to this non-zero vacuum expectation value

o) = /3 (.50 ) (14

which manifestly breaks theU(2), ® U(1)y gauge symmetry and introduces a single
real scalar fieldh(x), which is referred to as the Higgs field. Via interactions with the
Higgs field, the Standard Model Lagrangian obtains a new term which generates the gauge
boson masses.

By defining the orthogonal combinations

1 . . vy
W, = 7 (W +iW5)  with my = == (1.5)
1 v
0 _ 3 ; _ /
ZN = \/ﬁ ('gWU — ngu) W|th myzg = 5 g2 + 912 (16)
1 .
Ay = ——= (W} +gB,) with my=0 (1.7)

one can now interpret the weak gauge fields and the photon field. The three extra degrees
of freedom obtained fromp(x) appear as longitudinal polarisations of the origifig]

fields, allowing them to become massive. 'IW@t can be identified with the chargeét

bosons, théij field with the Z° boson and thel,, field with the photon. A weak mixing
anglefy,

/

tan Oy, = %, (1.8)
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called Weinberg angle, can be defined, which parametrises the mixing of the neutral gauge
bosons.

The interaction terms in the Lagrangian will give the electromagnetic and weak inter-
actions, whose coupling constants are given as:

/

g9

e = ——gQ 7 (2.9)

Gp = —— (1.10)
V2

The introduction of the Higgs field, although it spontaneously brédk&), @ U(1)y
symmetry upon the choice of a ground state for the Higgs potential, solves the problem
of weak boson masses while keeping the theory renormalisable. Fermion masses are
obtained in a similar manner through their interactions with the Higgs field. One also
gets a mass term for the Higgs field itself given/by = v/2.%. The only unsatisfactory
feature of this new Higgs field is that its mass is not predicted by the theory, even though
theV+ andZ° boson masses can be determined by measurements of weak decays. Until
now, no experimental evidence has shown any hint that this model may be not complete,
although one crucial component, the Higss boson, has not been experimentally observed.

1.2 Quantum Chromodynamics

The third Standard Model force is the strong force. This force is incorporated into the
Standard Model Lagrangian via the requirement6f(3) gauge invariance. The funda-
mental representation of this group requires three quantum numbers, which are referred
to as “colours” in the quark sector, thus motivating the name quantum chromodynamics
(QCD). As SU(2) gave rise t®? — 1 = 3 gauge bosons, QCD add$ — 1 = 8 new

fields, referred to as gluons. Quarks are defined as containing one of three colour fields
(chosen as redr], green (), and blue {)), defining three quark and three anti-quark
guantum states. The gluons occupy eight colour states:

rg, rb, gF, gb, bF, bg, (17 — gg) /V2, and (17 + gg — 2bb) /V6.

These gluons are massless and are the carriers of the strong force. Quarks and anti-quarks
are bound by gluons into colour singlet combinations to form colourless mesons and
hadrons.
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1.3 The CKM Matrix

C'P is the combined transformation of the charge conjugaticend the parity transfor-
mation P. The parity transformation is a simple inversion of all space coordinates and
the charge conjugation converts a particle into its antiparticle. In 1957, it was shown that
C and P are separately violated in weak interactions. It was then thought for some time
that the combined operatidriP was conserved. However, in 1964, Christenson, Cronin,
Fitch, and Turlay observed [2] P violation in the neutral Kaon system, by observing the

C P-forbidden two body deca); — n+n~.

To introduce into the Standard Model a mechanism to genetdte violation
Kobayashi and Maskawa proposed in 1973 [3] the introduction of a third generation of
guarks. The idea was to extend the existing mixing matrix

dy d\ cosfc sinfe d
<3’) o U(s) B ( —sin QC COS (90 S (111)
with 6. the quark mixing angle (also known as Cabibbo angle) from two generations to
three generations. At that time there was evidence for the existance of three quarks only.

The primes in Eq. 1.11 indicate that the weak eigenstates’] are not equal to the
corresponding mass eigenstatéssf, but rather a linear combination of the latter.

As the quark mixing matrix has to be unitary, the complex n matrix forn gener-
ations of quarks is initially defined by? parameters. After defining the quark phases
(n — 1)? independent parameters are left. They are splitin — 1)/2 angles and
(n — 1)(n — 2)/2 phases. For two quark generations, a single angle, the Cabibbo an-
gle, describes the matrix. For three quark generations, the so Gdlaibo-Kobayashi-
MaskawaCKM) mixing matrix is described by three angles and one phase. To emphasize
the physical transitions associated with the CKM matrix, it is usually written as

Vud Vus Vub
Vekmr = Vea Ves Vi (1.12)
Viae Vis Vi

so that the elements of the matrix are labelled by the quark flavours. The parameterisation
favoured by the Particle Data Group [4] is

—i513

C12C13 512€13 513€
_ 19 19
Vorkm = | —S12C23 — €12523513€"°1%  C12Ca3 — S12523513€"°% Sa3C13 , (1.13)
i1 i1
512523 — C12C23513€"1%  —C12823 — S12C23513€"1%  Ca3Ci3

with ¢;; = cos 6;; ands;; = sin 6;;. The real angleg;; may be chosen such thak §;; <
7/2, and the phasé ; such that) < é;3 < 27. In this parameterisation the CKM matrix
is the product of three complex matrices, of which only one has a non-zero phase. This
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has the advantage that each of the rotation anglgs:s, 03) relates to the mixing of
two specific generations. The non-zero value of the phasg ¢auses”' P violation in
the weak interactions.

Another convenient parameterisation of the CKM matrix is due to Wolfenstein [5].
It stems from the observation that the measured matrix obeys a hierarchy, with diagonal
elements close to 1, and progressively smaller elements away from the diagonal. This
hierarchy can be formalised by defining A, p, andn via

A= 519, A= 593/ M2, p i = 513673 JAND . (1.14)

From experiment) ~ 0.22, A ~ 0.8, and+/p? + n? =~ 0.4, and it is phenomenologically
useful to expand’c ks in powers ofA:

1—3)2 A AN3(p —in)
Voru = - 1— 22 AN? + O\ (1.15)
AN —p—in) —AN 1

The unitarity relation for the CKM matrixWe s Ve, = Vidgea Vorar = 1) leads
to nine equations among its elements. Six of these have a result of zero and can be
represented as triangles in the complex plane. Most of the relations yield flat triangles,
except for equations involving the first and the last columns, where the three terms to be
summed are of the same ordenfO(\?)):

VuaVigy + VeaVy + ViaViy, = 0
[(p+in) + (=1) + (1 — p—in)] AN + O(N5) = 0.
The base of this triangle is usually normalised by dividing the equation by the second term

of Eq. 1.16,V_4V,;. This yields the so callednitarity triangle with a base of unity, as
illustrated in Figure 1.1. The coordinate of the apex in the Wolfenstein parameterisation

is simply (p,n).

(1.16)

1.4 Beyond the Standard Model

The Standard Model has about twenty free parameters that are not fixed by the gauge prin-
ciples. These are the strengths of the gauge couplings, the Yukawa couplings of quarks

and leptons, the mixing angles and the mass of the Higgs particle. The development of

particle physics in the past twenty years was marked by the accurate experimental deter-
mination of most of these parameters. The Standard Model has proven to be a sufficient

theory describing fundamental particles and their interactions up to the energies presently

achievable in an era of precision electroweak measurements. The robustness of this theory
is due largely to the fundamental simplicity it uses to approach a description of matter.
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(p,m)
Vudqu,ib « V;fdvf?;)
VedVep VeaVey
v 5]

(0,0) (1,0)

Figure 1.1: The unitarity triangle.

However, one of the most interesting parameters, the Higgs mass and indeed the Higgs
particle itself have eluded experimental discovery so far. Furthermore, questions about
the origin of the symmetry breaking and the great disparity between the mass scales of
the Standard Model and gravitational interactions lead to believe that the Standard Model
is an effective theory. That is, that at some higher energy scale it will be incorporated in
an even more fundamental theory.

The electroweak theory postulated a single interaction to describe electromagnetic
and weak processes, and spontaneous symmetry breaking to account for their different
strengths in the energy region below the masses of the mediating bosons. The so-called
Grand Unified Theories (GUTSs) appeal to a further broken symmetry in order to adapt
the relatively strong coupling of strong interactions at low energies to a unique intrinsic
coupling for all three interactions at the unification energy. There are many ways in which
the SU(2)., U(1)y and SU(3) symmetries could be incorporated into a more global
gauge symmetry. The simplest is tR& (5) group proposed by Georgi and Glashow [6].
This incorporates the known fermions in multiplets, inside which quarks can transform
to leptons and antiquarks, via the mediation of very massive @36v/c) bosons called
X andY. In this model there are a total of 24 gauge bosons, the Standard Model ones,
plus 12 varieties oX andY. The model makes a number of predictions, for example the
decay of the proton which has not been observed.

Another approach is Supersymmetry (SUSY) which provides a stabilisation of the
Higgs sector at high energies and solves the hierarchy problem in the gauge sector. Fur-
thermore, it predicts a light dark matter candidate. This model introduces a symmetry
relating particles of different spin, i.e., fermions and bosons. Particles are combined in a
superfieldcontaining two fields differing by one-half unit of spin. Thus, each fermion of
the Standard Model is given a bosonic superpartner (forming a chiral superfield) and each
boson of the Standard Model is given a fermionic superpartner (forming a vector super-
field). Particles in a superfield have the same masses and quantum numbers aside from
the 1/2 unit of spin. This is a problem as no scalar particles with the (small) masses of the
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Standard Model leptons have been observed, directly or indirectly. Thus, SUSY must be
a broken symmetry, and the mechanism for this symmetry breaking is not well described.
The currently accepted means of breaking the symmetry requires the superpartners to
the Standard Model particles to have masses less than roughly 1 TeV. Furthermore, the
simplest anomaly-free SUSY model requires t#/d(2) Higgs-type doublets of complex
scalar fields, therefore predicting not one but five scalar Higgs fields. This introduces a
second unpredicted parameter to the Higgs sector namely the ratio of the vacuum expec-
tation valuestian 8 = v, /v9) for the two Higgs doublets. Despite its deficiencies, SUSY
provides a badly needed substructure for a Standard Model-like gauge field theory. The
predictions of this model provide an excitingly rich array of new physics which can be
tested at energies in the TeV scale.



Chapter 2

Flavour-Changing Neutral Current
Decays of B Mesons

2.1 Introduction

Flavour-changing neutral current (FCNC) transitions, such-ass andb — d, are for-
bidden in the Standard Model of electroweak interactions at tree level. They can proceed
at very low rate through higher order box and penguin diagrams.

In the Standard Model, neutral currents are flavour conserving. The unitarity of the
CKM matrix ensures that. There is no direct coupling between #rel thes or d quarks.
If all quarks of same isospin were of equal mass, higher order processes would also can-
cel, as explained by th&lashow-lliopoulos-Maian{GIM) mechanism [7], and FCNC
processes would not exist at any order. Thus, inBhgystem, consisting of a heawy
quark and a light;, d, or s anti-quark, it is due to the high mass of the top quark and the
fact that the coupling of thé quark to thet quark is close to unity, that these processes
are not entirely negligible. Moreover, their relative importance is enhanced by the small
coupling of theb quark to the: quark,V,,, which suppresses the otherwise CKM-favoured
tree diagram decays. Precision measurements of these rare FCNC processes represent a
sensitive probe for new physics, as many processes of extensions to the Standard Model
enhance or suppress FCNC decay rates. This permits to indirectly probe these models
while measurements of direct effects could still be beyond reach at present day accelera-
tors.

In the following, a brief overview of the theoretical framework of FCNC decays will
be given. An in-depth review by Buras and Fleischer [8] and the references therein give a
good introduction into this subject.

11



12 Chapter 2. Flavour-Changing Neutral Current Decays of B Mesons

2.2 Theoretical Framework

2.2.1 Effective FCNC Vertices

At the one loop level, new structures appear which were absent at tree level. Amongst
these are the flavour-changing neutral current transitions which can be summarised by
a set of basic triple and quartic effective vertices. In the literature they appear under
the names of penguin and box diagrams, respectively. Typical diagrams are depicted in
Figure 2.1.

u, ¢, t u,c,t

d VVVVVVW\ b

Figure 2.1: Example of penguin and box diagrams

These effective vertices can be calculated by using elementary vertices and propaga-
tors, and effective “Feynman rules” can be derived [8]. The higher order in the gauge
couplings contributes to the suppression of these diagrams. Their relative importance de-
pends on the mass of the internal fermion lines, which explains the importance of the
contribution of the top quark, and on the relevant CKM matrix element.

2.2.2 Operator Product Expansion Approach

To predict the decay rate of a given mesninto some final stat¢, one must calculate
the transition amplitudeV for M — f. In general there are many contributionsto,
each of which is at the quark level represented by Feynman diagrams.

The most often used theoretical tool to calculate decay rates for FCNC decays is the
Operator Product Expansion approach (OPE). The basic idea behind the OPE approach is
that the energy scale of the relevant interactions (weak decays of hadrons contaifjing
s, c andb quarks) is low compared to the mass of the propagatof}thiEson. As thél
boson propagator is of the fon;af]v—[a/ (whereq is the momentum transferred by thié

boson), the amplitude can be written as an expansion in terg¥s' df2,. Schematically
the decay amplitudé is then expressed as

41Gp
V2

M= v S omuigmniro(i)] @

Mg,
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wherey is a renormalisation scale. Physics from distances shortenthais contained

in the Wilson coefficient§’;, and physics from distances longer thart is accounted for

by the hadronic matrix elementg|();|B) of the local operatorg);. In principle, there

are infinitely many terms in the OPE, but higher dimension operators yield contributions
suppressed by powers gf/m?,. Therefore, when calculating a decay amplitude, terms
with O(¢*/M3,) and higher can be neglected. This is equivalent to writing an effective
Hamiltonian,H.¢, where the short range contributions of a heavy boson can be replaced
by a point-like interaction. To géftl.¢, the product of two charged-current operators is
expanded in a series of local operators. The contribution of these operators is weighted
by effective coupling terms, called Wilson coefficierits.; can then be written as

Heff:_

4\% Vekm ; Ci(m)Qj, (2.2)

where(); are the local operators aidd the Wilson coefficients.

This approach factorises the problem into two parts. Low-energy (long-distance)
interactions (hadronisation effects) are contained in the operators. High-energy (short-
distance) interactions (hard gluon exchanges) are represented by the Wilson coefficients.
The renormalisation scaje represents the limit between the two different regimes. For
B decays it is chosen to be at the order of a few GeV. The Wilson coefficients are func-
tions of the strong coupling constamf, My, andu. They are calculated perturbatively
at uyw = My, and then evolved to the chosen low-energy sgaissing renormalisation
group equations. Al perturbative calculations can be made, as the effective QCD
couplings are small.

2.2.3 Effective Hamiltonian

The similarity of FCNC processes, in decays or mixing, allows to describe all of them
with a set of basic effective vertices. The effective Hamiltonian for FCNC decays can
then be written as an expansion in terms of the four-fermion local operators that describe
these effective vertices. These local operators can be classified in six classes [8]

Current—Current (Figure 2.2a):

Q1 = (58Vucra) (CLaY"brp)
Q2 (5rvucr) (eLy*br)
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b)

d)

b ——— AN §

u,c,t 4 u, c,t
v 3

S
S

b

I I

Figure 2.2: Typical diagrams for FCNC decays for the six different classes as described
in the text.
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QCD-Penguins (Figure 2.2b):

OF

Q4

Qs

Qs

(5pvbr) > (@)

q:u?d?s7c7b

(ScaVubrs) > (qLs7"qLa)

q=u,d,s,c,b

(Syubr) Y. (@n7"ar)

q=u,d,s,c,b

(SLaubrs) Z (TraY"qra)

q=u,d,s,c,b

Electroweak—Penguins (Figure 2.2c):

Qaq =

Qg =

Qsq =

Qeq =

3
(gLvubL) Z eq (CYRVMQR)

q=u,d,s,c,b
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q:u7d787c7b
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q:u’d’s?c)b

N W

N W

w

(52a7ubrs) Z eq (qrs7"qra)
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o |

Magnetic—Penguins (Figure 2.2d):

Q7
Qs
Qu
Qy

€
= W
= 167T2mbSLaO'l bRocFuu

9 - v

= 167T2mbsLaU“ T5brsG,
€ _

= 1672 mssRaOﬁuybLaFuy

g — Ny
= ——=MsSpa0"T)
1672 °°F

a

sbLsGl,

AS =2 and AB = 2 Operators (Figure 2.2e):

Q(AS = 2)
QAB

(5L7udL)(5cy"dL)

=2) = (bpud)(bry*dyr)
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Semi-Leptonic Operators (Figure 2.2f):

62

Qo = W(EL%(’L)(Z_V“Z)
et -

Qo = @(SwubL)(W“%U
e -

Qo = @(SR%J?R)(W”)
e -

Qi = @(SR%bR)(W”%Z)
aem — —

Qus = y (8Lyubr) (P ve)

where the subscripts and R refer to left- and right-handed components of the fermion
fields. The quark colour indices are representobgnd 5 and are omitted for colour
singlet currentsF,,, andGj, are the electromagnetic and strong interaction tensors and
e, IS the electric charge of the relevant quark.

Not all processes are sensitive to all Wilson coefficients even after they have been
mixed by the renormalisation. The deday- s~ is only sensitive to the absolute value
of C;, and to a lesser extend€@. The transitiorb — s /™ ¢~ is sensitive to the values and
signs ofC7, Cy and (. Measurements of these processes will therefore impose limits
on the permitted values of the Wilson coefficients and translate directly into bounds for
extensions to the Standard Model.

2.3 Radiative Decay® — s~

The radiative decay is a magnetic dipole transition and is therefore mainly mediated by
the operator);. The effective Hamiltonian is given by

_4GF

He =
TR

8
ViV Y Ci(m)Q5(w) (2.3)

=1

with the basis for this decay consisting of the first eight operators in the expansion. The in-
clusive decayB — X is a perfect test-ground for perturbative QCD. Non-perturbative
effects are well under control thanks to the heavy quark expansion and play only a sub-
ordinate role. The dominant short-distance QCD corrections enhance the partonic decay
rate by a factor of more than two. At next-to-leading-log the theoretical Standard Model
branching ratio is predicted to be [9]

B(B — X,7v)sum = (3.734+0.30) x 10~*
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where the full photon energy spectrum is included. The first exclusive radiative decays
observed were3 — K*vy and B* — K**v by the CLEO collaboration [10]. The
inclusiveb — s~ decay rate was later measured by the CLEO collaboration and their
most precise measurement using their complete data #§tis— X,v) = (3.21 £
0.43+518) x 107*[11]. The ALEPH collaboration measured the branching fractor:
X,y tobeB(B — X,v) = (3.11 £ 0.80 + 0.72) x 10~* [12]. Including results from
the B-factories and taking into account correlations due to the model dependence a world
average [13] of

B(B — X7 )eap. = (3.34+0.38) x 10~*

is obtained, which is in good agreement with the Standard Model prediction.

Recently the Belle collaboration reported the observation of the CKM-suppressed in-
clusiveb — d~ decay [14] and a measurement of the CKM matrix eleniénfV;;|. The
obtained results are in a good agreement with the predictions from the Standard Model
and a fit to the unitarity triangle. An improved measurement of the decay ratel vy
will help to reduce the currently allowed region of the CKM Wolfenstein parameters
andn. It is also important with respect to new physics, because its CKM suppression
(|Via/Vis|?) in the standard model might not hold in extended models.

2.4 The Decayd — sl(~

The decay$ — s /"¢~ receive short-distance contributions fraf-box diagrams (Fig-
ure 2.3 (a)) and from electromagnetic a#tipenguin diagrams (Figure 2.3(b)). Long-
distance contributions arise from the procéss> s(cc) — s¢*¢~, with both resonant
(mainly J/v and(2S5)) and continuum intermediated) states (Figure 2.3(c)).

b

b e AN ——— [

5
> u, ¢, t 171
s 3 s

Figure 2.3: Main diagrams contributing to the ded#fy— ¢ ¢*¢~. The diagrams (a) and
(b) are short distance processes and (c) represents the long distance processes leading to
ce (J/y, 9(29), ..., ™) intermediate states.

(c)

The operators contributing to the effective Hamiltonian are the current-current opera-
tors @1, Q2), the QCD-penguin operatoré¥, . . ., (s), the magnetic penguin operators
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(Q7,, Qs,) and the semi-leptoniz® and~ penguin operator<foy, Q104). The effective
Hamiltonian will then be

4G

V2

The coefficientC;(1) are systematically calculable in perturbation theory. Standard
Model values of the”; at . = 4.8 GeV calculated in the naive regularisation scheme
at next-to-leading-order (NLO) are given in Table 2.1 [15].

ViV Y Cilm)@;(p). (2.4)

Jj=1

Heff =

Table 2.1: Standard Model values of the Wilson coefficients at NS & C; — C5/3 —
Cs).

Cy ) Cs Cy Cs Cs cet Cy C1o
—0.248 | +1.107 | +0.011 | —0.026 | +0.007 | —0.031 | —0.313 | +4.344 | —4.669

Diagrams where the internal virtual quark is a top quark are - due to the large top
quark mass - largely dominant over diagrams with virtual up or charm quarks. Entirely
negligible are diagrams with an internal up quark, due to its small mass and the small
value of the relevant CKM matrix elementd/(.V,,,/V,;:Vi| < 0.02). A small correction
is caused by the diagrams with an internal charm quark. Using the unitarity constraint
Vo Vi + ViV + ViV, = 0 together with the smallness B, V,;, allows the replacement
VeV = = VitV

The long-distance contributions are generated by the current-current op€)atmd
(). In the di-muon invariant mass regions around #he and(2S) resonances, the
decay is largely dominated by the long-distance contributions, while away from these res-
onances, the short-distance contributions dominate. The branching fraction of the long-
distance decay is about two to three orders of magnitude larger than the short-distance
decay. For the calculation of the non-resonant branching fraction the large distance pro-
cesses have to be excluded because of a failure of quark-hadron duality. For most final
states, the long-distance decBy— X, J/v is well established (with thg /v usually
seen via its decay to two muons), and the main interest lies in the observation of the short
distance processes.

The main contribution to the short-distance processes comes from the photonic pen-
guin diagram, theZ®-penguin and box diagrams. As a result the Wilson coeffici€hts
Cy andCyy can be completely determined bn— s ¢* ¢~ transitions. The measurement
of the branching fraction of the radiative penguin detay s~ strongly constraints the
magnitude of the effective Wilson coefficientts but not its sign. The latter could, how-
ever, be changed due to non-Standard Model contributions without changing the branch-
ing fraction ofb — s~. The determination of the sign @éf; (as well as the sign of’y
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andC) inb — s ¢t ¢~ relies on precise measurements of the distribution of the squared
di-lepton momentum and the forward-backward asymmetry in these decays.

The forward-backward asymmetry for leptons as a function of the squared di-lepton

massm?, = ¢ is defined as
b dr O &T
/ drdqg? de = / drdqg? da
AFB(QQ) = =0 ATl = ’ (25)
dg?

wherex = cos § parameterises the angle betweenthand theB meson in the di-lepton
centre-of-mass frame.

To measure the Wilson coefficients the di-lepton invariant mass distribution can only
be used in two small regions, at lawwand at highy?. This is due to the fact that elsewhere
the long distance contributions have a non negligible interference.

2.4.1 Inclusive Decays

Inclusive decays can be calculated perturbatively up to power corrections, using quark-
hadron duality and the optical theorem, and summing over all final states. Schematically,
the decay width is given by

> (BIQIX.)(X.|QTIB) =Y (BIQIp)(p|Q'|B) (2.6)

Xs p

whereX is any final state and the sum oyerepresents the sum over quarks and gluons.
The equality in Eq. 2.6 does not hold on thieresonances as the quark-hadron duality
fails there. The matrix element is usually written as an expansion in term&af. To

first order, the hadronic matrix elemefits|(Q);| B) corresponds to the matrix element of
the free quarksés|Q;|b), which can be calculated perturbatively. Corrections due to virtual
and real gluons need to be added. Power correctiofs/(n?)) describe the difference
between initiab-quarks and3 mesons. This correction causes an estimated suppression
of the decay rate of the order of 1.5% [16].

The inclusive decay3 — X, /"¢~ was first measured by the Belle collaboration [17]
and confirmed by the BaBar collaboration [18], using electreparid muonsy) as lep-
tons in the final states. The measurements agree well with the Standard Model predictions
calculated at NLO including long distance contributions. Table 2.2 gives an overview over
the theoretical predictions and the measurements from the B factories for the branching
fractions with a lower cut of 0.2 Ge\W®n the di-lepton invariant mass.
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Table 2.2: Standard Model branching fraction predictions for the deBays X, ("¢~
and experimental measurementsifor - > 0.2 GeV/c?.

SM predictionB(x107%) B(x107%) Belle [19] B(x10-°)BaBar [18]

l(=e, p 4.6 £ 0.8 [20] 4114£0.83790%  56+1.5+06+1.1
(= 6.89 + 1.01 [21] 4044130758 6.04+1.7+07+£1.7
0= p 4.15 4 0.70 [21] 4134+1.0570%  50+£28406+1.0
(=T 0.26 & 0.05 [16] - -

2.4.2 Exclusive Decays

Theoretical calculations of the decay rates for exclusive decays require the calculation of
the decay rate into a specific hadronic final state. For semi-leptonic decays , the matrix
elements of the effective Hamiltonidt.s can be factorised into a hadronic and a leptonic
current:

(n1|Q;1B) = (h|Q]'|B) - (11Q510) (2.7)

with Q; = Qf-QJL. The matrix element of the leptonic current can be explicitly calculated
and the hadronic current is expressed in terms of meson form factors. From the theoret-
ical point of view there are large uncertainties arising from decay form factors, making
predictions for the exclusive decay rates difficult. As these form factors describe strong
interaction effects, they have to be calculated using non-perturbative models, Light Cone-
QCD sum rules or vector meson dominance, for each individual configuration of initial
and final state. Different methods have been used to calculate the form factors. Usually
they are calculated in a small region @f (momentum transfer to the di-lepton system)

and then extrapolated to the entire region by means of some parametrisation. Theoretical
predictions therefore depend on the model used.

The decaysB — K (t¢{~and B — K*(*(~

The decays3 — K (*¢~ andB — K*(*{~, induced byb — s¢*/~ transitions at quark
level, are experimentally easier to measure than the inclusive procBssesX, (/™.

The Standard Model predictions for different form factor calculations are shown in Ta-
ble 2.3. The calculations by Adit al. used the Light Cone-QCD sum rule approach, while
Melikhov et al. used the quark model. As the branching fractions obtained with different
form factor calculations differ, it is difficult to determine fundamental parameters of the
Standard Model, such as CKM elements, from exclusive decays.
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Table 2.3: Branching fractions faB — K®) ¢+¢~ predicted in the framework of the
Standard Model.

Predicted branching fractioi[x 1079

Mode Ali etal.[22] Melikhov et al. [23]
B — KT~ 0.57 010 0.42 £ 0.09
B— K*etem 2.3%07 14405

B — K* 't~ 1.9703 1.04+0.4

Experimental results on exclusive decays are also coming from the B-factories. The
Belle collaboration reported in 2002 the first observatio®ofs K (¢~ decays [24] and
in 2003 the first observation @ — K* (¢~ decays [25]. Shortly after, also the BaBar
collaboration reported on measurements of these exclusive decays [26]. In Table 2.4, the
most recent measurements are summarised.

Table 2.4: Measurements of the branching fractiongfor K ) ¢+¢-.

Measured branching fractidfx 10~
Belle [27] BaBar [28]

B— K{H~ 5507070 4+0274+£0.02 34407403

B — K*(t¢~ 1650123 +£09+0.04 7872 +1.2

Mode

In addition to the measurements of branching fractions, the Belle collaboration re-
ported in [27] the first measurement of the forward—backward asymmetry as a function of
q* for B — K* ¢+¢~. Within their limited statistical precision, the measured asymmetry
is consistent with the Standard Model as well as with both sigris;oin a more recent
publication [29] they now directly fit the ratio of Wilson coefficients, nam@ly C; and
Ch0/C7 and find that the sign of’y - Cj, has to be negative at a 95% CL. The sign of
C7 - Cyp could not yet be determined.

The DecayB? — ¢t u~

The exclusive decap? — ¢ up~ has not yet been observed. A measurement of this
decay is complementary to measurements of the deBays K (¢~ andB — K* (1(~,

which in the Standard Model occur through the same loop processes. Presently, the only
existing experimental bound on this decay is given by CDF from a Run | search [30].
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With an integrated luminosity of 91 pb they set an upper limit at a 95% CL 8{ B —
GutpT) < 6.7x107°.

2.5 The DecaysB,, — (*(~

The decays3) ;, — ("¢~ are dominated by th&°-penguin (also called vertical or annihi-
lation penguin) and box diagrams involving top quark exchanges, as shown in Figure 2.4.
With long-distance contributions being negligible in this case, they are, aftérthe vv

decay, the theoretically cleanest decays in the field of Badecays.

e b
MMV

. W -
d,s VAV - ds

Figure 2.4: Decay processes contributingg; — ¢ ¢~ in the Standard Model.

The effective Hamiltonian foB ; — (¢~ decays is given as follows:

4G
Her = —T;V}ZV}(J[CQO + CsQs + CpQp] (2.8)

wereq stands either for a-quark for theB? or ad-quark in the case of thBY, and the
two operators)s (scalar) and) » (pseudoscalar) are defined as

62

Qs = 62 (GLabra)(€0)

62

Qp = W(@Labm)@%f)

The diagrams in Figure 2.4 contribute only to the Wilson coeffic@npt There is no
contribution from a photonic penguin because of the photon’s pure vector coupling to
leptons. There are also contributions to the Wilson coefficignfrom a Standard Model

Higgs penguin [31] and to the Wilson coefficigrit from the would—be neutral Goldstone
boson penguin [32], but these contributions to the amplitude are suppressed by a factor of
m? /M7, relative to the dominant contributions and can be ignored. For complet€gess
andC'p have been kept because they can be significant in some extensions of the Standard
Model.

The Wilson coefficients are evaluated at a high energy se&l My, ) and then prop-
agated to the low scale O(mp), where the hadronic matrix elements of the operators
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are evaluated. This propagation in general leads to QCD corrections enhanced by large
logarithms of the ratio of the two scales, which must be re-summed. The opérgtor

has zero anomalous dimension because i(is & A) quark current, which is conserved

in the limit of vanishing quark masses. Therefore the renormalisation group evolution of
C1o Is straightforward. The operato€gs and(p have the same form as a quark mass
term and thus have the anomalous dimension of a quark mass. In the Standard Model
and many extensionsg;s andCp are proportional ton,. The running of these Wilson
coefficients is therefore properly taken into account by replagipng@\/y ) with m;,(mg)

in C's andCp.

Evaluating the hadronic matrix elements, the resulting branching ratiB far, is

G%a*m?, 1, [3 Am2
B(B, = (T07) = L VeV Py 1 — =
1 6473 bt mQBq
Am?2 2 2
1-— ﬂ;é ﬂcm— By ——Cp| |, (2.9)
mp, mb+mq my + my

whererp, is the B, lifetime, f5, is the B, decay constant, normalised according’fo=
132 MeV, and the Wilson coefficientSs andC'p are retained for completeness.

The Standard Model decay amplitude is given by the Wilson coefficient
Cip = —Y(;)/sin’ Oy = —4.2. (2.10)

The functionY (z;) represents the dependence on the top mass-(m?/M?7,) and is
given by

Y () = ny - Yo(a) (2.11)
Ty [Ty — 4 . 3T

8 Ty — 1 (.I't — 1)2
whereny summarises the NLO corrections wih = 1.012.

Yo(xy) = In x; (2.12)

Purely leptonic decays are helicity-suppressed by a fagfoms, by conservation of
angular momentum, the spin-le&$ forces both the lepton and the anti-lepton to be in
the same helicity state.

The Standard Model leptonic branching fractions have been calculated including QCD
corrections in Ref. [33]. The latest Standard Model predictions![84] the various
branching fractions are given in Table 2.5, where the errors are dominated by non-
perturbative uncertainties. For the calculation of the branching fractiof ofiesons,

AM, = (18.0 + 0.5)/ps was assumed. The experimental upper limits are given in Ta-
ble 2.6.

lin Ref. [34] only the Standard Model prediction for the deday — n* ™ is given. With the given
formulae the other Standard Model predictions have been calculated.
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Table 2.5: Standard Model branching fraction predictions for the deB§y3—> .

B(BY — (t¢7) B(B? — (7¢7)
e (240+0.34) x 107 (8.15+ 1.29) x 10~ 14
o (1.004+0.14) x 10719 (3.4240.54) x 107
7 (2904£041) x 10 (9.86 £ 1.55) x 107

14
14
14

Table 2.6: Experimental upper limits for the decﬁ{,ﬁd — (¢~ ata90% CL.

B(BY — (+17)  B(B®— (+(7)
f=e <61 x10°[35] < 5.4 x 1077 [36]
(=p <32x108[37] <1.2 x1077[37]
(=7 <31 x1073[38] <5.0 x 1072[39]

Since the ratio of the decay constarfits and fzo can be calculated reliably by non-
perturbative methods or measured in leptonic decays, the ratio

BB — prp) T(BS)mBQféﬂV%s‘Q (2.13)
B<Bg — ptp) B T(Bg)mBgfégH/th .

will provide a useful measurement (f;,|?/|V;4|? with a smaller theoretical uncertainty
than the individual branching ratio measurements. As this ratio is larger than one, it can
be seen that the branching fraction #8}-decays is expected to be smaller (by about one
order of magnitude) than faB?-decays.

The limits on the branching ratid3? — u"p~ andBY — pu~ can be compared to
the values expected in the Standard Model. Currently the 90% CL limBbrs 1 p~
is approximately a factor of 35 larger than the Standard Model branching ratio, while the
limit on BY — p ™ is approximately 320 times larger. This makes it rather clear why a
search for the deca® — .~ is the preferred choice.

2.5.1 Beyond the Standard Model

The decay amplitude osg{d — pp~ can be significantly enhanced in some extensions
of the Standard Model. The effects of additional non-Standard Model diagrams would
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modify the magnitude and sign of the Wilson coefficients and could even introduce new
operators in more exotic models.

Models with more than one Higgs doublet (HDM)

In general models with more than one Higgs doublet, flavour-changing neutral cur-
rents can occur at tree-level leading to a severe enhancemehis-oX and B — B
mixing not seen in experimental data [4]. These enhancements are suppressed “naturally”
if all the down-type quarks acquire their masses through their coupling to the same Higgs
boson doublet/,, and all the up-type quarks through their coupling to a second Higgs
boson doubletH,,. Under the requirement of this “natural flavour conservation”, differ-
ent configurations are possible for the coupling of the two Higgs doublgend H,; of a
2 Higgs doublet model (2HDM) to quarks. In the type-I 2HDM all quarks couple only to
one Higgs doublet and not to the other. In the type-11 2HDM the down-type right-handed
quark singlets couple té&/; while the up-type right-handed quark singlets coupléfio
The most general 2HDM without natural flavour conservation, in which the right handed
fermion singlets with different values of hypercharge couple to Higgs doublets, is called
the type-Ill 2HDM.

The Minimal Supersymmetric Standard Model (MSSM) is a supersymmetric exten-
sion of the Standard Model with a minimal number of new particles. For each particle,
there is a superpartner with the same internal quantum numbers, but with a spin that dif-
fers by half a unit. The Higgs sector contains two doublets, corresponding to five physical
particles: one”' P-odd neutral Higgs bosoni, two neutralC' P-even bosons;° and H°,
and the charged/ *. At tree level, the Higgs masses can be described by two parameters,
namelytan 3, the ratio of the two neutral Higgs field vacuum expectation valuesyand
The low energy effective theory of the MSSM is a type-1l1l 2HDM.

In this model the Wilson coefficientSs and Cp in Eq. 2.9, neglected in the Stan-
dard Model, have to be taken into account due to Higgs penguin diagrams. The scalar
and pseudoscalar Wilson coefficierits » grow like tan® 3, and therefore are roughly
(m? /M) tan® 3 times bigger tharC;, and dominate for large values ofn 3. Other
electroweak SUSY box and Z-penguin contributions grow with at most the second power
of tan 3 and thus are subdominant in this region. This gives

B(B! — p*p”) oc (tan §)°, (2.14)

leading to an enhancement of up to three orders of magnitude [40, 41] compared to the
Standard Model, even if the MSSM with minimal flavour violation (MFV) is considered

in which the CKM matrix is the only source of flavour violation. An observation of
B? — u*p~ would then yield an upper bound on the heaviest mass in the MSSM Higgs
sector [42] if MFV applies.

In type-1l 2HDM, charged Higgs bosons can be exchanged in additid¥ tmosons
in the loop diagrams. In the limit of largexn G the 2HDM contributions for the decay
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Bg,d — ptu~ are significant. The Wilson coefficients andC'» receive contributions

from the box and penguin diagrams involvifig and H* bosons. There are also contri-
butions due to fermion self-energy diagrams with a neutral Higgs boson exchange. In this
model there are no new contributions@g,, which therefore retains its Standard Model
value. The obtained Wilson coefficients in the type-1l 2HDM are

log r
r—1

my

Cs=Cr=gyp

an’ 3

with r = zpy+ /2, = M3, /mi. The dependence on the masses of the neutral Higgs
bosons from penguin and self-energy diagrams drop out without invoking any relations
between the mixing angle and the Higgs masses. The branching fraction depends only
on two 2HDM parameters, the charged Higgs méks: andtan (3, with the branching
fraction growing liketan* 3 [43]. The predicted value faB(B? — p* ™) as a function

of the charged Higgs masd+ and for various values afin /3 is shown in Figure 2.5.

For largetan G and lightM -+, the 2HDM contribution dominates, enhancing the branch-
ing fraction significantly. As the 2HDM contribution becomes smaller due to decreasing
tan § or increasingV/;+ the branching fraction drops, eventually falling below the Stan-
dard Model prediction due to destructive interference.

B? — ptp~ and dark matter

The general superpotential of the MSSM contains terms that violate baryon and lepton
numbers. In order to cure this, a new symmetry, called R-parity, is introduced. It is a
multiplicative quantum number which is positive for all particles of the Standard Model
and negative for their superpartners. The R-parity quantum number is given by

R = (_1)3(BfL)+2S (215)

for a particle with spinS' and baryon- and lepton numbefBsand L.. This symmetry has

a great influence on the phenomenology of the MSSM, since it requires that supersym-
metric particles are always produced in pairs. The conservation of R-parity means that
the Lightest Supersymmetric Particle (LSP) is stable. In supergravity models this is the
neutralino. This particle could turn out to be a good candidate for cold dark matter (DM).
Recent data from the WMAP satellite indicate a dark matter density in the universe of
Opumh? ~ (0.095 — 0.13) at a+20 level [46] which could be dominated by the relic
density of neutralinos within SUSY models.

There has been experimental progress in the direct detection of neutralino dark matter
through (in)elastic scattering on various nuclei. Such experiments can be sensitive to a
neutralino with mas£ (100 GeV/c&), which is in the mass region predicted by various
supergravity scenarios. A particularly interesting region of the neutralino nucleon cross
sectionoy, in which one experiment (DAMA) has claimed a dark matter signal [47] has
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Figure 2.5: The branching fractioB(B? — ™) in the 2HDM as a function of the
charged Higgs mas¥/;+ and various values afn 5 [43]. For comparison the Standard
Model prediction and the current experimental bounds [37, 44, 45] are shown where the
result from D@ represents the limit obtained in the analysis presented in this thesis. The
vertical line is the lower bound oM+ in the type-1l 2HDM fromb — s~ decays.

been recently excluded by the CDMS cryogenic dark matter search experiment [48] in the
range of

oz = (107 —=107°) pb. (2.16)

For a given value ofan 3 there is a strong correlation between the dark matter scatter-
ing cross section of the neutraling, andB(B? — ™) [49]. In the largetan 3 limit,
the heavy neutral Higg8/® exchange contribution to the dark matter scattering becomes
important because of its enhanced coupling to down type quarks. This is relevant for
the heavy Higgs interaction with the strange quark content inside nucleons, and the dark
matter scattering cross section becomes enhanced. Therefore, the dark matter scattering
amplitude increases linearly asn ( increases, and decreasesras increases. On the
left side in Figure 2.6, the correlation betwegpy andB(B? — i u~) within mMSUGRA
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Figure 2.6:05, vs. B(B? — u* ™) within mSUGRA with universal Higgs mass parame-
ters (left side) and non-universal Higgs mass parameters (centre and right side) for various
values oftan 3 [49]. The black dots are fd®, 2? > 0.13 (greater than 2 of the preferred
density of WMAP data), red dots féxr095 < Q,h? < 0.13 (within 20 of WMAP data)

and green dots foR, h* < 0.095 (less than 2 of WMAP data). Also indicated are the
current experimental bounds from the analysis presented in this thesis [44] as well as the
combined limit with CDF [37] as vertical lines. The experimental boundrgnfrom
CDMS[48] is also shown in the centre and right plot.

is shown for various values of the universal Higgs mass andafiop = 10, 35 and 55,
respectively. For largean 3, there is a strong correlation between the two observables.

Giving up the restriction on the universal mass parameter for the Higgs doublet one can
assume the universal soft masses as

m¥y, =md (1+0g,), mby, =md (1+0n,), (2.17)

whereas other scalar masses are still universal. The correlation betyeen B(B? —

ptp~) for two parameter sets of;, anddy, is shown in the centre and on the right side

of Fig. 2.6. The current experimental limit d&(B° — u*p~) already puts a strong
constraint oroy, in the largetan 3 region, even stronger than the CDMS limit. Thus,

the decayB? — u*p~ could give information not only on SUSY breaking mediation
mechanisms but also places a severe limit on the neutralino dark matter scattering cross
section within a large class of supergravity models in the laiges region.

MSUGRA

Even if R-parity conservation is imposed on the MSSM there is still a large num-
ber of parameters. The construction of a model with only a few parameters is therefore
desirable. An elegant solution to this problem is the minimal supergravity (nNSUGRA)
scenario. In mMSUGRA, local supersymmetry (supergravity) is spontaneously broken in
the hidden sector, where the minimum of the scalar potential violates supersymmetry. The
superpartner of the graviton acquires a mass from the so called super Higgs effect. This
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is a phenomenon similar to the Higgs mechanism through whichiillson gains mass

by absorbing the charged component of a Higgs doublet in the Glashow-Salam-Weinberg
model. Supersymmetry breaking is mediated to the observable sector via gravity interac-
tions. In this model all supersymmetric parameters relate to just five real quantities: the
universal scalar and gaugino masség and M, /,, the trilinear termA,, tan 3 and the

sign of i, wherey is the Higgsino mass parameter. The first three quantities are defined
at the grand unification scale, the others at the electroweak scale.

An enhancement oB(BY — ™ u™) is correlated [40, 50] with a sizeable positive
shiftin (¢ —2),, the anomalous magnetic momentum of the muon. Recently, an excess of
the muon anomalous magnetic momept= (g — 2),,/2 has been reported [51]. Taking
into accounkte™ collision data in order to calculate the 7~ spectral functions for the
hadronic vacuum polarisation for the magnetic moment of the muon, the measurement
corresponds to a 2s6deviation [52] from the Standard Model predicted value. In the
MSUGRA interpretation this anomaly impliegs> 0. For not too large values af/,,

M > S500 GeV/é and A4, ~ 0 GeV/c the branching fraction foB? — x*p~ can be
approximated by

M}, GeV!

(M), + Mg)?

B(B? — ptpu™) ~107° - tan® 3 (2.18)

outside the vicinity of\/, , = 0.4M,. An estimation of the supersymmetric contributions

yields
f(Mo)

1/2

(0a,)susy o tan 3 (2.19)
with da,, = a5 — a;*. This shows that botB(B) — p* ™) and(da,)susy grow with
tan 3 and decrease with increasing, ;.. If the SUSY explanation fafa,, # 0 holds and
is due to a large value gfin 3, one would expecB(B? — ™) to be enhanced by
more than one order of magnitude. For a small valudff, and a moderate value of
tan 3, however, the enhancement is expected to be smaller.

Grand Unified Theories

The minimal SO, supersymmetric model [MSE@SM] based on the SO(10) Lie
group [53, 54, 55] is one candidate for a grand unified theory (GUT). In this model,
quarks and leptons, and their supersymmetric partners, of one family reside 16 the
dimensional representation, while the two Higgs doublets of the MSSM reside ihdone
dimensional representation. It is assumed that the couplings obey a hierarchical mass
matrix for the first two generations and their mixing with the third generation, due to
effective higher dimensional operators. Soft SUSY breaking parameters are a universal
gaugino mass/; », a universal squark and slepton nfassg, a universal scalar Higgs

250, does not require all sfermions to have the same mass.
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massm,g, and a universal parametdy. In addition there is the supersymmetric (soft
SUSY breaking) Higgs mass parametetBy.), that is interchangeable wittan 5. All

these parameters are independent. To fit the low energy electroweak data, including the
third generation fermion masses, it has been shownAhatn,, m;s must satisfy the
constraints [53, 54]

Ag = —2mye; Mg R \/§m16 (2.20)
myg > 1.2 TeV/c®; i, Myjs < myg (2.21)

with
tan 5 ~ 50. (2.22)

In this model, the cosmological dark matter density:? and B(B? — u*u~) both
depend onm 4 andtan 3. In Figure 2.7 contours of constagt for m;q = 3 TeV/¢ and
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Figure 2.7: Contours of constagt for m,s = 3 TeV/¢ andm 4 = 500 GeV/é (left side)
and 700 GeV/t(right side), indicating the allowed region f&° — ™ u~ [55].

m4 =500 GeV/é (left plot) andm 4 = 700 GeV/é (right plot) are shown. The red (light
shaded) regions are excludedy+ < 104 GeV/c* (below and to the left of the solid
black curve);m;, < 111 GeV/c (on the right) and by, 4? > 0.129. To the right of the

thick broken black line one has;, < 114.4 GeV/& which is the CERNete~ Collider

(LEP) exclusion limit on the Higgs mass. The green (darkest shaded) band corresponds
to the preferred @ range0.094 < Q,h* < 0.129, while the white regions below it
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correspond td2, 2? < 0.094. The region excluded by the D@ experimental bound on
B(BY — utpu~) < 5.0x 1077 at 95% CL is marked in dark blue (dark shaded), while the
region affected by the new preliminary CDF bouB? — pu~) < 2.0 x 1077 at 95%

is marked in light blue (light shaded). Contours of constaB? — p"n~) are given

by the blue dashed lines. The branching r&#i{@" — u " ~) depends on the value of
the C P-odd Higgs mass4, asm,*. Form 4 = 500 GeV/é and for acceptable values of
Q,h? (Figure 2.7 (left)) the branching rati8(B? — ™) is below the published D@
bound, but is almost excluded by the preliminary CDF bound. Increasing thedd
Higgs mass ton, = 1.25 TeV/c? shifts the allowableB? — 1 "p~ decay rate down to
B(BY — utu~) > 1078, Hence, acceptable regions of parameter space in the minimal
SO(10) model lead to predictions of observable rate$Bfor- u .~ at the Tevatron.

Other models

In R-parity violating supersymmetry, lepton and baryon number violation can occur.
Therefore also lepton violating terms have to be considered when calculating the decay
B? — ptp~. Unlike in R-parity conserving models, the SUSY contribution can now
enter at tree level, and can become considerable [56].

The idea of extra dimensional (ED) models is that extra compactified space-like di-
mensions at a scale larger than the Planck scateldf 32 cm [57] exist. This idea led
to exciting perspectives for particle phenomenology, cosmology and string theory. In ED
models, Standard Model particles are allowed to travel in all available extra dimensions.
Such a higher-dimensional theory can be described as an effective theory in four dimen-
sions which contains an infinite tower of Kaluza-Klein modes of the higher dimensional
field. The decayBg — ¢4~ will proceed via the same box and penguin diagrams as
in the Standard Model. However, each boson line will now involve several Kaluza-Klein
modes. An enhancement of the branching ratio depends on the compactification scale and
the number of extra dimensions [58].

In technicolour models, there is no fundamental Higgs scalar particle. Instead, addi-
tional scalar particles (techni-particles) are introduced to connect the technicolour conden-
sate to the ordinary fermions. The branching fraction®gr— " x~ can be enhanced
in this models up to a factor of five over the Standard Model prediction [59].
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Experimental Environment

The Tevatron accelerator at tkermi National Accelerator Laborator{FERMILAB) in
Batavia, lllinois, USA, is a proton-antiprotopg) collider. During the first data-taking
period from 1992 to 1996 (Run I), the Tevatron experiments CDF and D@ each collected
about 125 pb! of pp collision data at a center-of-mass energy of 1.8 TeV, leading to
the discovery of the top quark and the measurement of its mass, a precision measure-
ment of the mass of th#” boson, detailed analyses of gauge boson couplings, studies
of jet production and vastly improved limits on new phenomena, such as leptoquarks and
supersymmetric particles, among many other accomplishments.

After a break of about five years, during which the accelerator and the experiments
have undergone significant upgrades, the second phase of data taking, called Run II,
started in 2001. The Tevatron is expected to deliver between4dhd 9 fo! by the
year 20009.

3.1 Tevatron

Today, the Tevatron accelerator, operated at a center-of-mass energy of 1.96 TeV, is the
most energetic particle collider in the world and will remain so until the Large Hadron
Collider (LHC) at CERN will be turned on.

The main ring has a circumference of ab6wim. The accelerated protons collide
with antiprotons moving in the opposite direction in the synchrotron ring. The collisions
take place in two interaction regions which are surrounded by the two detectors CDF and
D@.

32
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3.1.1 The Tevatron Accelerator Complex

Generally, collision experiments involve in three different steps: the initial production and
injection of the patrticles, a chain of successive acceleration and finally the collision itself.
The Tevatron ring is only the last part of a cascade of pre-acceleratoeRatiFAB as
schematically illustrated in Figure 3.1.
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Figure 3.1: The accelerator facilities at®mMILAB with the two multi purpose detectors
CDF and D@.

The protons used in the collisions are extracted from negatively charged hydrogen
ions. The ions are accelerated to 750 keV by a Cockroft-Walton accelerator and injected
into a 165 m long linear accelerator which boosts their energy to 400 MeV. The ions are
then stripped off their electrons as they pass through a sheet of graphite and are injected
into the Booster, a synchrotron which brings their energy to 8 GeV.

Protons from the Booster are sent to the Main Injector, where they are further accel-
erated to 150 GeV. Antiprotons used in the collisions are collected from the interaction
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products of a fraction of the 120 GeV proton beam incident on a Nickel-Copper target.
The collision energy is chosen such that the energy spectrum of the emerging antiprotons
(p) has its maximum at about 8 GeV. On average, around 50 000 protons are necessary to
produce one antiproton in the required energy range. The Tevatron complex is designed
in a way that new antiprotons can be produced in parallel to collisions taking place in
the main Tevatron ring. The produced antiprotons are cooled and debunched in the De-
buncher and Accumulator, and once the number of antiprotons is sufficiently large they
are passed to the Main Injector where they are accelerated to 150 GeV for transfer to the
Tevatron. Once the protons and antiprotons are injected into the Tevatron, they are accel-
erated to their final energy of 980 GeV before colliding at the centre of the CDF and D&
detector.

Protons and antiprotons are stored in bunches, with 36 bunches separated by 396 nsec.
The 36 bunches in the proton and anti-proton beam are organised into three super-
bunches, with a 2s gap between each super-bunch.

Figure 3.2 shows the integrated luminosity per week and the total integrated luminos-
ity accumulated in Run Il from May 2001 until August 2005. The initial luminosity for
each fill is shown in Figure 3.3.
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Figure 3.2: The integrated luminosity per week and total integrated luminosity for Run I
from May 2001 until August 2005 in pB.
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Figure 3.3: The initial luminosity for each fill for the Tevatron Run Il from May 2001
until August 2005.

3.2 The D@ Detector

The D@ detector was built in the late 1980’s and early 1990’s [60], operated from 1992 to
1996 in Run | of the Tevatron, and was then upgraded to handle the increased luminosities
in Run Il of the Tevatron [61, 62]. It is a large multi-purpose detector and has been
built to measure precisely muons, electrons, jets and missing transverse energy. To serve
this purpose, the D@ detector consists of three major subsystems. At the core of the
detector, a magnetised tracking system records precisely the angles of charged particles
and measures their transverse momenta. A hermetic, finely grained Uranium and Liquid
Argon calorimeter measures the energies of electromagnetic and hadronic showers, and
a muon spectrometer detects and measures the momenta of escaping muons. Figure 3.4
shows a schematic overview of the detector.

3.2.1 Coordinate System

The Cartesian coordinate frame of D@ is defined with its origin at the nomijnilter-
action point and the-coordinate pointing along the proton beam-line (the protons circle



36 Chapter 3. Experimental Environment

Forward Mini-drift

chambers - Central Sc1nt111ator | Forward Scintillator
. - - FR T RS S LT P T X-zt::a.‘sz-:'\ﬁ<':‘\:e‘r-‘-*<:M:x-Xu/.u.\r
NORTH G [MUGG SOUTH
R R
sf - 2y
L ;'j.‘ | ] :"‘x(
ol 4, y ool
Shielding i 7 \ \
of i !
,P—~\ > gis —P
m)o— f————— & . LI o Il — 1
CALORIMy! :
[ /
3‘(‘“‘{.4 TRACKING )}
— 3 \ SYSTEM
% iy iy
-5 LR [ o
B 0 o
] R N
R R R R e T
. . [ [ [
New Solenoid, Tracking System . . "
Si, SciFi, Preshowers (m)

Figure 3.4: Cross-sectional view of the D@ Run Il detector.

clockwise in the Tevatron). The-coordinate is pointing towards the centre of the Teva-
tron ring and they-coordinate is pointing upwards. Polar coordinates)(are defined

by:

N
@)

o = arctang
x

A convenient parameter to express the polar afigiehadron colliders is the pseudo-
rapidity n, defined as

n=—In tang , (3.2)

as the multiplicity of high energy particles in QCD production is roughly constamt in
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3.2.2 Luminosity System

The primary purpose of the Luminosity Monitor (LM) [63] is to make an accurate deter-
mination of the Tevatron collider luminosity at the D@ interaction region [64].

The LM detector consists of two arrays of twenty-four plastic scintillation counters
with photomultiplier readout. A schematic drawing of an array is shown in Figure 3.5.
The arrays are located in front of the end calorimeters at+140 cm, and occupy the

proton direction
Y Sl dsial b
M n=27

Forward . -
calorimeter silicon tracker T n=44

\ ,
Flaw 10 o]

-140 cm 140 cm

beam pipe

Figure 3.5: Luminosity Monitor layout. The — ¢ view is shown on the left, the — =
view of the two arrays is shown on the right.

region between the beam pipe and the Forward Preshower Detector (see Sect. 3.2.4). The
counters are 15 cm long and cover theange2.7 < 14| < 4.4.

The luminosity measurement is accomplished by detecting inelgstollisions in
the dedicated LM detector. The luminosiyis calculated as

N
E B 5A0inel (3 . 3)

The known inelastic cross section,., has to be corrected for the efficieneyand the
acceptancel of the LM detector for inelastipp collisions.

Multiple pp collisions can occur in a single beam crossing. The number of interac-
tions per bunch crossing is given by Poisson statistics. For the instantaneous luminosities
at which the data for this analysis were recorded, an aveE@e5 inelastigp collisions
are expected per event in addition to the hard-scatter interaction. Collision products arrive
at each set of scintillators roughly in coincidence, while products from beam halo interac-
tions pass through the detectors at distinctly separated times. Time-of-flight information
from the two luminosity arrays and thevertex distribution (see Figure 3.6) is utilised to
separate these processes. The number of eeigsorrected for these two effects.

1The average refers to the mean of a Poisson distribution.
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Figure 3.6: The sketch on the left shows the differentiation between inelastic collisions
and beam halo. Expectedrertex distribution for inelastic collisions, centrec:at 0 cm,
p halo centred at = —140 cm andp halo centred at = 140 cm (right).

3.2.3 Central Tracking System

The central tracking system is surrounded by a solenoid magnet which provides a nearly
uniform (magnetic) field of3 = 2 T parallel to the beam axis. Charged particles produced

in the collision are bent around the field lines. The radiwé$ the curvature allows for a
measurement of the transverse momentum through:

pr[GeV] = 0.3 -r[m] - B[T]. (3.4)

Closest to the beam pipe itself is the Silicon Microstrip Tracker (SMT), which allows
for the precision measurements that are crucial for an accurate measurement of impact
parameters and the identification of secondary vertices. Surrounding the SMT is the Cen-
tral Fibre Tracker (CFT), consisting of 16 layers of scintillating fibre. The CFT extends
to a radius of 50 cm, giving a lever arm long enough to provide sufficient transverse
momentum resolution. The D@ central tracking system is illustrated in Figure 3.7.

Silicon Microstrip Tracker

Charged particles passing through the 3@®thick wafers of.-type silicon which consti-
tute the SMT [65] produce pairs of electrons and holes. The ionised charge is collected by
strips ofp™-type orn*-type silicon strips with a pitch between 50 ym and~ 150 ym.

The length of the interaction region & 25 cm) determines the length of the device
in z. With a long interaction region, it is difficult to deploy detectors such that the tracks
are generally perpendicular to detector surfaces foy.alhis led to a design using barrel
modules interspersed with disks in the centre and assemblies of disks in the forward and
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Figure 3.7: Cross-sectional view of the D@ tracking and preshower system.

backward regions. The barrel detectors measure primarily the coordinate and the

disk detectors measure- z as well asr - ¢. Thus vertices for high) particles are
reconstructed in three dimensions by the disks, and vertices of particles at small values of
n are measured in the barrel.

An isometric view of the SMT is shown in Figure 3.8. The detector has six barrels
in the central region. Each of these consists of four silicon readout layers, each layer
having two staggered and overlapping sub-layers, see Figure 3.9. The outer barrels have
single-sided and double-sidet stereo ladders. The four inner barrels have double-sided
90° stereo and double-sidet stereo ladders. Each barrel is capped at higtwith a
so called “F-disk”. In the far forward and backward regions, a unit consisting of three
F-disks and two large-diameter “H-disks” provides trackingyat,| < 3.0. The F-disks
are made of twelve wedges of double sided stereo detectors. The H-disks are made of
24 pairs of single-sided detectors glued back to back. Table 3.1 [66] summarises relevant
SMT design parameters.
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Figure 3.8: Isometric view of the D@ silicon vertex detector.

Barrels F-Disks H-Disks
#Channels 387072 258048 147 456
Sensors s/d sided double sided single sided
Stereo 0°,2°,90° +15° +7.5°
#Modules 432 144 96 pairs
Siarea 1.3 0.4n? 1.3n?
Innerradius 2.7 cm 2.6 cm 9.5cm
Outerradius 9.4 cm 10.5cm 26.cm
Maximal|z| 38.4cm 54.8 cm 120 cm

Table 3.1: Specifications of the silicon vertex detector, where “s,d” means single, double
sided.

Central Fibre Tracker

The Central Fibre Tracker [61, 62] consists of 83t diameter scintillating fibres
mounted on eight concentric support cylinders and occupies the radial space from 20
to 52 cm from the centre of the beam pipe. The two innermost cylinders are 1.66 m long,
the outer six cylinders are 2.52 m long. Each cylinder supports one double layer of fibres
oriented along the beam direction and a second double layer at a stereo angle of alternat-
ing +3° and—3°. The two layers of fibres are offset by half a fibre width to ensure full
acceptance coverage. The small fibre diameter gives the CFT a cluster resolution of about
100um per double layer.

Light production in the fibres is a multi-step process. When a charged patrticle tra-
verses one of the fibres, the scintillator emits light\at: 340 nm through a rapid flu-
orescence decay. A wave-shifting dye efficiently absorbs the light well-at340 nm
and emits at\ = 530 nm. The light is then transmitted by total internal reflexion to the
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Figure 3.9: Cross section of the silicon vertex detector barrel structure.

end of the scintillating fibre, where it is transfered through an optical connection to clear
fibre waveguides of identical diameter, which are 7.8 to 11.9 m long. The light is only
observed from one end of each scintillating fibre. The opposite end of the scintillating
fibres is sputtered with an aluminium coating that provides a reflectivity of 85 to 90 %.
The clear fibre waveguides carry the scintillation light to visible light photon counters
(VLPCs) which convert it into an electronic pulse.

The visible light photon counters are situated in a liquid Helium cryostat and operate at
a temperature of 9 K. They detect photons with a quantum efficiency of 85 % and provide
about 30 k- 60 k electrons per photon. A minimum ionising particle creates an average of
eight photo-electrons per layer, depending on the angle between the scintillating fibre and
the particle trajectory.

Solenoid Magnet

The superconducting solenoid magnet [67] is designed to optimise the tranverse momen-
tum resolution,Apr/pr, and track recognition. It is 2.73 m in length and 1.42 m in
diameter, corresponding to maximum of 0.9 radiation lengiys,and provides a 2 T
magnetic field with a field homogeneity of 0.5 %. It operates at 10 K, the current is
4820 A and the stored energy is 5.6 MJ.
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3.2.4 Calorimeter System

The task of the calorimeter system is to measure the energy of particles by inducing them
to produce electromagnetic and hadronic showers. Passive layers of dense material in
which the shower begins are followed by active layers, where the surviving fraction of the
shower energy is sampled through ionisation.

Preshower Detectors

The preshower detectors (see Figure 3.7) are designed to improve electron identification
and the energy resolution, which is degraded compared to Run | by the presence of the
solenoid. They function as calorimeters as well as tracking detectors, enhancing the spa-
tial matching between tracks and calorimeter showers [68].

Central Preshower detector
The Central Preshower detector (CPS) consists of three concentric cylindrical layers
of triangular scintillator strips (axial and sterg@3°). Itis located in the 5 cm gap
between the solenoid and the central calorimeter, and covers the of fegidonr<
1.3. Installed between the solenoid and the CPS is a Pb radiator approximately
one radiation length thick which serves to discriminate photons and electrons from
pions by converting them into showers.

Forward Preshower detector
The Forward Preshower detectors (FPS) are each mounted on the spherical heads of
the end calorimeter cryostats (see Sect. 3.2.4). They occupy the region between the
luminosity counters (see Sect. 3.2.2) at the inner edge and the intercryostat detectors
(see Sect. 3.2.4) at the outer edge, and cover the regibh ef |1..| < 2.5. Each
detector is made from two double layers of scintillator strips (stetg®5°), sep-
arated by a 2X,-thick lead-stainless-steel absorber. All charged particles passing
through the detector register a three-dimensional hit in the first, so-called MIP layer.
Photons do not generally interact in the MIP layer. Electrons and photons shower
in the absorber, leading to a cluster of energy in the second, so-called shower layer.
These signatures can be used to distinguish muons, electrons and photons.

Scintillating light produced from the passage of charged particles is collected by
wavelength-shifting fibres and transmitted through clear fibres to photon counters in the
same way as explained for the central fiber detector in Section 3.2.3.

The preshower detectors are discussed in more detail in [69] and [70].
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Liquid Argon Calorimeter

The Liquid Argon calorimeter [61, 62, 71] is designed to provide precise energy measure-
ments, to assist in the identification of electrons, photons, taus and jets and to establish the
transverse energy balance in an event. The device is also sensitive to minimum ionising
particles and therefore can serve to identify muons. The calorimeter itself is unchanged
from Run | and is shown in Figure 3.10. However, there is significantly more material

in front of the calorimeter (2-4,, depending om) and faster readout electronics were
build to cope with the reduced bunch crossing time from Run | to Run 11

Outer Hadronic
(Coarse)

Middle Hadronic
(Coarse & Fine)

Coarse Hadronic

Inner Hadronic

(Coarse & Fine) Electromagnetic

Figure 3.10: Isometric view of the central and two end calorimeters.

As shown in Figure 3.11, the Liquid Argon calorimeter is subdivided into the central
calorimeter (CC) covering roughly.:| < 1 and two end calorimeters (EC) extending the
coverage tdn,.;| ~ 4. Each calorimeter contains an electromagnetic section closest to the
interaction region followed by fine grained and coarse grained hadronic sections whose
module size increases with the distance from the interaction region. The active medium
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Figure 3.11: Schematic view of a quarter of the D@ calorimeter showing the transverse
and longitudinal segmentation pattern. The shading pattern indicates cells for signal read-
out. The rays indicate the pseudo-rapidity intervals seen from the centre of the detector.

for all calorimeters is liquid Argon, and each of the three calorimeters is located within
a cryostat that maintains the temperature at approximately 80 K. In order to achieve the
same energy response for electromagnetic and hadronic paridles, 1 (compensating
calorimeter), different absorber plates are used at different locationse /Fheatio was
measured for charged pions in test beam data of Run | and the calorimeter was found
to be nearly compensating, with< ¢/7 < 1.05 for energies above 30 GeV [72]. The
electromagnetic sections (EM) use thin (3 or 4 mm) plates made from nearly pure depleted
Uranium. The fine hadronic sections are made from 6 mm thick Uranium-Niobium alloy.

The coarse hadronic modules contain 46.5 mm thick plates of either Copper (in the CC)
or stainless steel (in the EC).

The elements are combined in a basic unit, a calorimeter cell, depicted in Figure 3.12,
which contains the absorber plates, the active medium and a Copper readout pad, lami-
nated to G10 and covered in resistive epoxy, for collecting the charge generated by ioni-
sation. An electric field is established by grounding the absorber plates and holding the
resistive surface of the pad at typically 1.6 kV. The electron drift time across the 2.3 mm

gap is approximately 450 ns. Several such pads are connected together in depth to form a
readout cell (see Figure 3.11).
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Figure 3.12: Schematic view of a calorimeter cell.

Inter-Cryostat Detectors

Since the calorimeter system is contained in three separate cryostats, it provides an in-
complete coverage in the pseudorapidity redidh < |n4.:| < 1.4, as can be seen in
Figure 3.11. Additional sampling layers are added in the form of scintillating counters
between the CC and EC cryostats (called Inter-Cryostat Detector or ICD [61, 62, 71]).
The segmentation akn x A¢ = 0.1 x 0.1 matches exactly the Liquid Argon calorimeter
geometry. In addition, separate single-cell structures, catiasisless gap$1, 62, 71]

are installed, both in the central calorimeter and in the end cap calorimeters.

3.2.5 Muon System

The outermost part of the D@ detector is the muon system (Figures 3.13 and 3.14). The

detection of muons relies on their penetration power through material. Several meters of

high-density material absorb almost all electrons and hadrons. Any charged particle that

penetrates this material is defined to be a muon. The D@ muon detection system serves
to identify and trigger on these muons and measure their momenta and charge.

The muon spectrometer consists of three subsystem: Proportional Drift Tubes (PDTSs),
Mini Drift Tubes (MDTs) and scintillation counters. The PDTs cover the region of
Inaet| < 1.0 and the planes of MDTs extend the muon detectiofig| = 2.0. The
scintillation counters are used for triggering and for the rejection of cosmic and beam
related muons. Toroidal magnets and a special shielding complete the muon system.
Each sub-system has three layers, called A, B, and C. The A layer is located between the
calorimeter and the iron of the toroid magnet, the B and C layers are located outside of
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Figure 3.13: A cut-away view of the muon system.

the iron. In the region directly below the calorimeter, only partial coverage by muon de-
tectors is possible since the support structure for the D@ detector and readout electronics
is located in this region.

The thickness of the detector is in the range of 5-9 interaction lengths in the calorime-
ter, and in the range of 7-9 interaction lengths in the iron. This results in a most probable
value for the energy loss of a muon of 1.6 GeVin the calorimeter, and about 1.7 GeV in
the iron. The momentum measurement is corrected for this energy loss.

In the following, the subsystems of the muon spectrometer are discussed.
Toroid Magnet
The 1973 ton toroid magnet [67], located between layers A and B, allows a measurement

of the muon momentum. The central toroid is centred at a distance of 317.5 cm from the
Tevatron beam line. In order to permit access to the inner portions of the D@ detector, it
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Figure 3.14: Side view of the D@ muon system with Proportional Drift Tubes (PDTS),
Mini Drift Tubes (MDTSs), scintillator counters, toroid magnet and shielding.

is split into three parts. A bottom section gives support for the calorimeter and tracking
detectors. The central toroid is completed by two movable c-shaped shells. The two
forward toroid magnets are located4d” < |z| < 600 cm. The coils carry currents of
1500 A and produce an internal field of 1.8 T.

Proportional Drift Tubes

The central muon system is assembled from drift chambers that consist of a row of 24
cells, each with a sense wire running parallel to the magnetic field lines in the toroid mag-
net. The cells have a cross section of 5.5 cm x 10 cm and are 240 cm long. The inner layer
(A-layer) is four chambers deep and the outer layers (B and C-layer) are three chambers
deep. The drift direction is parallel to thecoordinate, with an expected resolution of
around 0.5 mm. The PDTs are discussed in more detail in [73].
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Mini Drift Tubes

The forward muon system is made from individual tubes with 8 cells of 1 cm x 1 cm
cross section, each holding one wire. As in the central system, the A-layer is four layers
deep. Itis located dt| = 447 cm. The B and C-layer are each three layers deep, and
are located az| = 630 cm and|z| = 827 cm. Shielding around the beam-pipe has been
implemented to reduce the radiation dose from beam remnants. The MDTSs are discussed
in more detail in [74].

Scintillation Counters

Scintillator counters are installed both in the central and forward regions: two or three
layers of scintillator pixels in the forward, A-layer counters and BC counters in the central
region. Scintillators are read out with both a 15-20 ns “trigger” gate, and a 80-100 ns “read
out” gate. The counters havesssegmentation of 4.5 degrees and are used for triggering,
cosmic ray veto, beam related muon rejection and track reconstruction. The scintillator
counters are discussed in more details in [75].

Shielding

Three sources contribute to backgrounds in the central and forward muon system:

e Scattered proton and antiproton fragments that interact with the end of the calorime-
ter or with the beam pipe produce background in the central and forward A layer.

e Proton and antiproton fragments, mostly muons from the decays of pions created by
proton and antiproton interactions upstream of the detector, interacting with the low
beta quadrupole magnets produce hits in the B and C layers of the forward system.

e Beam halo interactions affect both the central and the forward muon system.

The shielding consists of layers of iron, polyethylene and lead in a steel structure, sur-
rounding the beam pipe and the low beta quadrupole magnets. Iron is used as a hadronic
and electromagnetic absorber, polyethylene is a good absorber for neutrons due to its high
hydrogen content, and lead is used to absorb gamma rays.
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3.2.6 Trigger System

The overwhelming majority of proton antiproton collisions results in collisions of little
interest. Collisions which produce massive particles sudlr a& bosons and top quarks,

or those which might provide evidence for new physics occur extremely rarely. To ac-
cumulate a large sample of events of interest without having to store and reconstruct a
staggering number of uninteresting collisions, D@ employs an event trigger which de-
cides whether to store an event or to disregard it. At the Tevatron, an input bunch crossing
rate of 2.5 MHz must be reduced to a final data taking rate of 50 Hz, a limit given by the
offline reconstruction capabilities. The trigger system is a three-tiered pipelined system;
each tier examines the event in more detail than lower tiers and restricts the input rate of
events to higher tiers.

Level 1 Trigger

Collisions occur at a rate of 1.7 MHz. The first trigger stage (Level 1 or L1) has a pipeline,
which allows to take a decision within 4.3, and has a trigger accept rate of about 2 kHz.
The trigger algorithm is carried out in a framework of field programmable gate arrays
(FPGASs), which receive as input simple objects created in the luminosity monitor, the
calorimeter and the muon system.

Level 2 Trigger

In the second stage (Level 2 or L2), hardware engines associated with specific subdetec-
tors process information which is then used in a global processor to determine correlations

between different detectors, e.g. to match tracks and leptons. Level 2 has an accept rate
of 1 kHz with a maximum dead-time of 5%, and a maximal latency of 180

Figure 3.15 illustrates the design of the D@ Level 1 and Level 2 trigger system. The
components currently being commissioned are represented as hatched boxes.

Level 3 Trigger

The third stage (Level 3 or L3) uses a collection of approximately 100 PC farm nodes to
perform a partial reconstruction of the event and take a trigger decision using the full event
information (complete physics objects as well as their correlations). The nominal 1 kHz
input rate is reduced to a rate of 50 Hz at which data are recorded for offline analyses. The
online version of the event reconstruction is optimised to fit into the timing requirements
(~50 ms) at Level 3.

When an event passes the Level 2 decision, the data from the roughly 80 readout
crates are sent to a single farm node, where the event reconstruction takes place. Filters
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Figure 3.15: The design of the D@ Level 1 and Level 2 trigger system.

can select events based on physics quantities. A single farm node handles events at a rate
of 10-20 Hz. Events that pass a Level 3 filter are sent from the farm node to a collector,
which in turn sends the events over Gbit/s optical EthernetHRMILAB‘S Feynman
Computing Center, where the events are written to tape for offline analysis.
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Event Reconstruction and Object
|dentification

The raw event data collected from the complete detector consist of hit information from
nearly a million detector channels. This information has to be processed in order to extract
the information required to reconstruct the physics event.

Various algorithms are used to process the huge amount of raw detector information
and to define basic physics objects and their properties, representing the particles gener-
ated in the collision. The detector design allows to distinguish and to define the following
fundamental objects: tracks, primary vertex, electrons, photons, muons, jets and their
flavour, and missing transverse energy.

Generally, the object reconstruction and identification is optimised for efficiency and
purity, and to provide the best possible measurement of the magnitude and direction of
the object’s momentum. Other objects in the event, such as particles that do not originate
from the primarypp collision or noise generated in the detector components or the readout
electronics can mimic the object signature, thereby degrading the purity.

In this chapter, the objects used in this analysis, namely tracks of charged particles,
primary vertices and muons are described.

4.1 Tracks of Charged Particles

Charged particles, bent in the magnetic field, generate hits in the central tracking system
from which tracks are reconstructed. The reconstruction is abstracted in two parts. The
first part is hit clustering, which groups individual channels that are likely to have been

generated by the passage of an individual particle through the detector. If particles are
passing through the silicon vertex detector, they will deposit charge in a number of strips.

51
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A particle traversing the central fibre detector will cause a number of fibres to scintillate.
In both cases, a cluster is defined as a group of adjacent strips or fibres above a noise
threshold. The second part of the reconstruction is the track finding, which is again sub-
divided into two algorithms: pattern recognition and track fitting. The pattern recognition
creates sets of clusters which lie along physical paths. The track fitting uses sophisticated
algorithms (Kalman fitter) to fit a candidate charged particle track to a physical path, using
ax? test. For the track fitting the algorithm described in [76] has been used.

A good calibration for the tracking algorithm is the reconstruction of known meson
and baryon resonances. As examples, the prakéss: 77~ is measured with a mass
resolution ofc = 7.3 MeV andA® — ptn~ with o = 2.6 MeV (Figure 4.1).

2000 :
r peak = 494.1 MeV F peak = 1114.9 MeV

1500 6 =7.3 MeV 400’ c = 2.6 MeV

1000}
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500

84 045 05 055 06 1.1 1.12 1.14
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Figure 4.1: Invariant mass distributions for the procedsgs— =7~ (left) andA® —
ptw~ (right). Also shown is a Gaussian distribution plus a linear fit to the signal and
background.

4.2 Primary Vertex

A precise determination of the primary vertex position is crucial fozaphysics analy-

ses. The long lifetime of th& meson distinguisheB events from background events. A
method that follows the procedure outlined in [76] has been used to determine the primary
vertex.

A primary vertex is determined for each event by minimising®gunction that de-
pends on all tracks in the event and a term that represents the beam spot constraint. The
beam spot is stable during the periods of time during which the proton and the antipro-
ton beams are kept colliding continously, and can be used as a constraint for the primary
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vertex fit. Therefore, the nominal beam spot is defined as the average beam position run-
by-run, where a run typically lasts several hours. The initial primary vertex candidate and
its x? are obtained using all tracks in the event. Next, each track is removed temporarily
from the vertex fit and the? is recalculated. If the? decreases by nine or more, this
track is discarded from the primary vertex fit. This procedure is repeated until no more
tracks are discarded. The achieved primary vertex resolution by using this procedure is
18 um in thex andy directions.

4.3 Secondary Vertex

The secondary vertex algorithm begins by creating a list of all tracks that are not included
in the primary vertex. Then the same procedure as for finding the primary vertex is ap-
plied. The minimum requirement to define a secondary vertex is that it contains two
tracks of oppositely charged particles. If such a vertex is found, it is tested on the so-
calledV? hypothesis. The compatibility of the two tracks with the decAys— 77—,

A — ptn~ (where the highep; track is assumed to be the proton, according to ob-
servations from Monte Carlo studies) and with photon conversjon:(e*e™) is tested.
Secondary vertices are rejected if the invariant di-track mass for a ittérypothesis

is consistent with the correspondiff mass in a mass window defined ko of the
measured’® mass resolution.

The impact parameter resolution for single muon events is shown as a function of
transverse momentum in Figure 4.2. The impact parameter denotes the minimal distance
of the track to the primary vertex of the event.

As examples for the reconstruction of secondary vertices, the reconstruction of the
processe&* — A%7* andQ* — A’K* is shown in Figure 4.3, where multiple tracks
with impact parameters of the order of centimetres are reconstructed.

4.4 Muons

Muons are reconstructed using information from two detector systems: the muon detector
and the central tracker. A ’local’ track in the muon system forms the basis for muon
identification. Muons are required to have hits in all layers of the muon system (both
inside and outside of the toroid steel). The exact muon identification criteria are presented
in Sect. 4.4.1. The superior track resolution of the central tracker is used to improve the
knowledge of the kinematic properties of the muon.
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Figure 4.2: Impact parameter resolution measured in data and in simulated single muon
events. The lines show fits to data and Monte Carlo events.

4.4.1 Muon ldentification Criteria

The following standard Muon ID requirements are used in the analyses presented in this
thesis:

e Muon candidates are required to be pfseg| = 3 medium’ quality, according to
the certified Muon ID criteria [77]:

- at least two wire hits in the A segment,
- at least one scintillator hit in the A segment,
- at least two wire hits in the BC segment,
- at least one scintillator hit in the BC segment, (except for central
muons with less than four wire hits in the BC segment).
e The standard ’loose’ cut against cosmics is applied, based on timing information
from scintillator hits associated with the muon. The default timing cuts from the

certified Muon ID [77] are used, requiring A-layer and BC-layer scintillator times
of [ta] < 10 ns and|tgc| < 10 ns.

In addition a ‘central track match’ is required, which denotes that the muon tracks
are extended to the point of closest approach (PCA) to the beam and their parameters are
compared with those of central tracks at the PCA. For each muon track a global track fit is
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Figure 4.3: Invariant mass distributions for the processes— A°z* (top left) and

O* — A°K* (bottom left). The reconstruction of the processes are examples of events
with multiple tracks with impact parameter in the order of centimetres. A sketch of the
decay=" — A%~ — pTn—7~ is also shown (right).

performed with all central tracks that fall within one radian in azimuthal and polar angle
around the muon track at PCA. The central track that gives the higRgstobability is
then considered as the muon candidate. The muon track parameters are then taken from

the central tracking system, since it gives a more precise measurement of these parameters
than the muon system.
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Data and Event Selection

5.1 Data Sample

The data samples used in this thesis were collected with the D@ detegfaratiisions at

a center-of-mass energy of 1.96 TeV. The data set corresponds to an integrated luminosity
of 300 pb! and was collected from August 2002 to June 2004. The data sample was
collected using five different trigger list versions: v8 to v12 (a trigger list version is defined
for a certain range of runs and consists of a set of well defined triggers). After the 28

of June 2004 the trigger list was changed significantly in order to cope with the higher
initial luminosities delivered by the Tevatron. Since no reliable simulation was available
to estimate the efficiencies of the new triggers it was decided not to use data recorded with
the new version of the trigger list.

5.2 Data Quality Selection

Only a fraction of the collisions delivered by the Tevatron is actually recorded by the D@
detector. Out of that data only the fraction for which all detector systems were functioning
well is used for the data analyses.

Data quality monitoring is performed online and offline. It is crucial for a high data
taking efficiency to catch any malfunctioning of detector components, of the readout or
of the triggering as early as possible. Online data quality monitoring makes it possible to
react fast and thus maximise the amount of heigh quality data taken.

However, there are data quality issues which cannot be recognised online. The re-
maining deficient data are eliminated by offline data quality monitoring. It is based on
the comparison of distributions of basic physics objects or other variables that describe
the detector performance with nominal distributions of the same quantities. In a second

56
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step, a list of possible data corruption methods is identified, quality measures are defined
with a maximum discrimination power between usable and unusable data, and criteria are
defined to classify the data quality.

Since the corruption of data can occur on time scales much smaller than the length
of a run, the classification is preferably done on the smallest possible units of data. The
data quality selection is therefore broken down into a run based, a luminosity block num-
ber (LBN) based, corresponding to approximately one minute of data taking and several
thousand events recorded, and an event-by-event based selection. The analyses presented
here, however, did not make use of the luminosity block quality criteria.

Run quality selection:

The selection of good runs is based on information stored in the D@ Run Quality
Database [78]. The requirements are summarised in Table 5.1. It is guaranteed that no
hardware failures occurred and that all readout crates are included in the readout for the
muon system [79], the SMT and the CFT. The tracking quality is particularly important
for the identification of muons originating from the secondary vertex and for building the
event variables.

Detector Quality

MUON Not Bad
SMT Not Bad
CFT Not Bad

Table 5.1: Run quality requirements.

5.3 Trigger Selection

All decay channels studied in this thesis contain two muons in the final state. There-
fore, only events passing the following di-muon triggers mu2ptxdboMU2_A_L2MO,
MU2_A_L3L0 and 2MUA L2ETAPHI were considered. These triggers were found to
be sufficiently robust and stable over the course of the runs and have high efficiencies. At
Level 1, the trigger mu2ptxatxiz requires a tight muon scintillator coincidence in two
layers of the D@ muon system (c.f. section 3.2.5). The trigger 2MU2MO requires

in addition at least one medium quality muon in the Level 2 trigger, consisting of a re-
constructed track based on hits in the proportional wire counters inside and outside the
magnetic toroid, as described in section 3.2.5. At least one additional Level 2 muon of
loose quality, separated from the first Level 2 muon by at minimu8 &P in ¢ and0.15

in n, is required by the 2MUA _L2ETAPHI trigger.
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The Level 1 and Level 2 trigger conditions and their implementation have not changed
over the period of data taking using the trigger list v8.x to v12.x. The same trigger effi-
ciency estimates extracted from a trigger simulation [80] applied to signal Monte Carlo
and normalisation Monte Carlo samples were therefore used for all trigger list versions.
The invariant mass spectrum for the full data set is shown in Figure 5.1. All expected
resonances in the low invariant mass region are clearly visible.
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Figure 5.1: Invariant di-muon mass spectrum of various meson resonanees! /1, ¢’
andT.

5.4 Monte Carlo Simulation

In general, Monte Carlo simulation methods are applied to calculate approximate solu-
tions to a variety of mathematical problems by performing statistical sampling experi-
ments. In particle physics, the term Monte Carlo simulation refers to the random genera-
tion of physical final states from the collision of two (or more) initial-state particles. The
generated particles in that final state are propagated through the detector based on their
initial momenta, and their interactions in the active and passive material of the detector
are simulated.

In order to compare the recorded data to simulated events, Monte Carlo samples for
signal and normalisation channels have been produced. This simulation allows to predict
the ideal behaviour of the detector, providing a model to which measured data can be
compared to assess detector and reconstruction performance. It also provides a prediction
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of the expected detector response to specific physical processes of interest, allowing the
detailed determination of physical distributions and selection efficiencies which enter in
the calculation of branching fractions.

All Monte Carlo samples were produced using Pythia 6.1 [81] and EvtGen [82] to
generatéb events with @ > 0.1 GeV/c andn| < 4.2 on the parton level. CTEQ5L [83]
was used as the leading-order parton density function (PDF) for the leading-order matrix
element calculation in the Monte Carlo samples. On average, 0.8 (Poisson distributed)
minimum-bias event have been added to each simulated event.

All simulated events are passed through a full Geant [84] simulation of the D@ detec-
tor and are then reconstructed in the same way as the data.

The most time consuming step in the simulation chain is the simulation of the inter-
action of all generated particles in the material of the detector. This step involves the
determination of the trajectories of the particles as they enter into the detector, the simu-
lation of decays of particles with finite lifetimes, the simulation of multiple scattering and
energy loss as the particles interact with material in the detector and a realistic description
of the response of the detector to the energy depositions made by the particles. In order
to increase the Monte Carlo simulation efficiency cuts were applied already at the gener-
ator level to reject events, which would not have been reconstructed due to analysis cuts.
This step has to be checked to ensure that it does not introduce a bias or treats signal and
normalisation channels in a different way.

Monte Carlo samples of the following decays that are under study in this thesis were
generated:

o B)—ptu”
o By — ptp-
o B* — J/jp K*
Bl — Iy ¢
B) — 1(25) ¢

B* — ¢(28) K*

On all Monte Carlo samples, the following requirements were applied at generator level:

e At least two opposite signed muons with

— muonpr > 1.5 GeV/c
— |n| < 2.5 for each muon
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e pr of the BY candidate> 4.0 GeV/c

where the two muons where required to come from Biemeson in the decap? —
ptp~ and from theJ/« or ¢ (2S) in the other cases.

For the decays with a Kaon in the final staf¢( — J/¢ K* and B* — ¢(25) K¥)
this Kaon coming from thé* meson was required to have a minimpmof 0.5 GeV/c.

For theB? — J/v ¢ andB? — ¢(25) ¢ mode, in addition one meson coming from
the BY meson and decaying into two oppositely charged Kaons with a minimal Kaon
of 0.5 GeV/c and a pseudorapidity| < 2.5 for each Kaon was required.



Chapter 6
Optimisation

For the analyses presented in this thesis several diffdsemeson decay channels are
selected. The similarity among the channels allow the reconstruction &f theson can-
didate in an almost identical way by imposing similar selection criteria. The pre-selection
criteria will be discussed separately for each analysis. In addition to basic requirements,
three different variables are being used to further discriminate against background for all
analyses. These variables exploit best the distinctive properties @f theson and are
discussed in this Chapter. Also the strategy to optimise the cut values for the discriminat-
ing variables is discussed.

6.1 Discriminating Variables

The chosen three discriminating variables are the pointing angle, the isolation and the
decay length significance. Figure 6.1 shows a sketch of these three variables for the decay
BY — ptp

6.1.1 Pointing Angle

The pointing anglex is defined as the angle between the momentum vector db tben-

didate and the decay length vector, pointing from the primary vertex to the secondary
vertex where all vectors are determined in three dimensions. It is used to check the con-
sistency of the direction of the decay vertex with the flight direction ofBheandidate.

If the tracks used to build th& candidate originate from the decay of a parent particle
BY, the vectorfvm should point in the same direction as the momentum vector oBthe
candidatey( B).
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Figure 6.1: Pictogram for visualisation of the discriminating variables for the dB¢ay
T,

6.1.2 Isolation

The fragmentation characteristics of thguark are such that most of its momentum is
carried by theB hadron. A large fraction of the momentum of the tracks observed close
to the B meson is expected to be carried by the daughter tracks d? thieus the number

of extra tracks close to thB candidate tends to be small. The second cut parameter was
therefore an isolation variabl&, defined as:

P(B)
B+ X m(AR<1) (6.1)

track i#B

T —

Here, >  p; isthe scalar sum of the momenta of all tracks excluding the tracks used
track i#B
to build the B candidate that fall within a cone &R = 1 around the momentum vector

p(B) of the B candidate, wherd R = /(A¢)% + (An)2. The z-coordinate of these
tracks must be within 5 cm of th8 candidate vertex to exclude tracks from othgr
collisions that can occur during the same bunch crossing.

6.1.3 Transverse Decay Length Significance

The long lifetime ofB mesons allows the use of the decay length as a strong rejection cri-
teria against mostly random combinatoric background, e.g. two fake muons that happen
to form a good vertex. The proper decay lengths defined as
T =Ly —2 6.2)
br
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where the transverse decay lendth, is the projection of the two dimensional decay
length vector on the transverse momentum

Ly = 22T (6.3)

As a third cut parameter, the transverse decay length signifidangéL,, was used,
since it gave a better discriminating power than the transverse decay length itself (where
large values may be due to large errors).

6.2 Random Grid Search

The idea behind Random Grid Searches (RGS) [85] is to search systematically over a
randomly selected grid of cut values for the discriminating variables, in order to aid in
the optimisation of the signal and background classification. The density of grid points
was randomly distributed following the distribution of the discriminating variables as
generated in the signal Monte Carlo. A search over such a random grid is more efficient
and consumes less computing time than a search over a regularly spaced grid (Figure 6.2).

Grid Search Random Grid Search
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Figure 6.2: Visualisation of the advantage of a random grid (right side), over a regularly
spaced grid (left side) search for two variahleandy.

For each set of cut values the Monte Carlo signal efficiency and the linear interpolation
of the background from the sidebands into the signal region are calculated.



64 Chapter 6. Optimisation

An optimisation criterion proposed by G. Punzi [86] has been used in order to find the
optimal set of cuts. It consists in maximising the ratiaefined as:

P (6.4)

Here, e is the reconstruction efficiency of the signal Monte Carlo relative to a pre-
selected sample anlz,.. is the expected number of background events interpolated
from the sidebands. The constants the number of standard deviations corresponding
to the confidence level at which the signal hypothesis is té3ted value ofz should be
defined before the statistical test and has been set to 2, corresponding to about 95% CL.

The expressiol has been used as an optimisation criterion in the random grid search,
since it does not push the experimental efficiency down to very small values and does not
prefer extremely low expected signal numbers over tiny background. Moreover, it can
be maximised without knowing the cross section of the searched signal. The proposal by
Punzi allows an unbiased optimisation that is free of priors or of limit setting algorithms.

6.3 Probability Density Ratio

For the search for the rare dec&) — p*p~, another multi-variate approach — a so-
called Likelihood Ratio — has been used. This method relies on the optimisation of the
probability density ratig, (x)/(ps(x)+pp(x)), based on the discriminart= (z1, o, x3)

with the variables:;. The probability densitieg; ,(x) are obtained by sampling over the
available phase space for the signal Monte Carlo events in case of the signal density
and the data in case of the background dengsjtyThe isolation discriminant is largely
uncorrelated with the remaining variables and can be factored out. Therefore, 1-dim prob-
ability densitiesp; ;(iso) for the isolation cut and 2-dim probability densities,(«, dl)

for the discriminant pointing angle and decay lengthd{) have been determined. The
overall density ratio was defined as

ps(is0) - ps(a, dl) (6.5)

R = - -
pa(is0) - pslat, L) + py(i50) - polcr, )

Note, that an approximated formula was used for the optimisation criterion which is taken from refer-
ence [86]. This simplified expression should be adequate for most searches and assumes that the significance
level, i.e., the probability to reject the zero-signal hypothégjswhen it is indeed true and the confidence
level of not missing a discovery when the signal hypothékiss true, are set to the same value
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6.4 A Multivariate Linear Classifier

In principle, any mathematical function of the cut parameters can be used as a discrimi-
nating function to separate different classes of events. In the case of Linear Discriminant
Analysis, a linear function of the form

is used wher@, is a constant); throughb,, are regression coefficients and theare the
independent variables. For two groups of data (signal and background) the parameters
b; have to be determined in such a way that the discrimination between the groups is
best. The interpretation of the results of a two-group problem is that those variables with
the largest (standardised) regression coefficients are the ones that contribute most to the
prediction of group membership. If only two variables are used, the separator between the

® Background @ Signal

Figure 6.3: Visualisation of the the idea of separating two groups with a linear discrimi-
nant and indicating with a line the best separation of the two groups.

groups will become a line as indicated in Figure 6.3. If three independent variables are
used, the separator is a plane and if more than three variables are present, the separator
becomes a hyper-plane. The optimal separation of two groups is achieved, by maximising
the distance to the separator using the so-called Mahalanobis metric or quadratic distance.
It measures the separation of two groups of objects with means (z1,zi, ... 21 )7

andz? = (22,22,...,22)". The sample covariance matrix of the two groupg’iand

the Mahalanobis distance is then given by:

o= (@' =2 C (2° —1").
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The logistic regression analysis chosen here is very similar to the standard linear
discriminant method described above, but it does not rely too much on the data being
normally distributed. As multivariate input, the three variables isolation, decay length
significance and pointing angle as introduced above have been used.

The goal was to evaluate the background rejection performance applied to the obser-
vation of theB? — v(2S5) ¢ decay using a multivariate method, which is expected to give
a better efficiency than the RGS using the Punzi criterion.
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Calculating Limits

7.1 Probabilities

The most common definition of a probability is the Frequentist approach. If an identical
experiment is performedv times, and a certain outcomé occursM times then the
probability p(A) for the eventA to occur tends to the ratid//N asN — oo. The

set of all N cases is called a collective or ensemble and can be obtained by repeating one
experimentV times or by measuringy experiments simultaneously. This is a very useful
definition but also has some problems. One problem is the repeatability of an experiment.
How can it be ensured that the conditions between the experiments have not changed
and that the initial conditions are exactly the same? The next problem is that the limit
N — oo in a strict mathematical interpretation does not exist. How can one deduce from
N experiments the outcome of thé 4 1st experiment? Also, when does it converge to
the limit? Nobody can perform an infinite number of experiments.

Another definition is that of a subjective probability, also known as the Bayesian def-
inition of probability. This definition is based on the plausibility or credibility of the
observed occurrence. It allows to test the probability of a hypothesis, which is not defined
in the Frequentist approach. In the Bayesian definition, the actual knowledge about the
observed event is taken into account, which makes this definition of probability subjec-
tive. The probabilityp(A) depends on the information the observer has and transforms
it into a degree of belief. If subsequent experiments are performed, the initial degree of
belief can be modified, depending on the additional information obtained.

7.2 Confidence Intervals

A confidence intervald,,;,,amqz] IS @ random interval which contains an unknown pa-
rametera with a probabilityl — «, with 1 — « also called the confidence level (CL). In

67



68 Chapter 7. Calculating Limits

the Frequentist approach, the confidence interval is defined by its coverage. If the true
value of a parameteris measured in a large numhb&Trof experiments, then in the limit

N — o0, the fractionl — « of all constructed intervals will contain the true valueaof

The construction of a confidence interval has to ensure this coverage for all possible true
values ofa.

In one dimension an intervét(a), z2(a)] can be defined for each true value af
which has to fulfil the relation

P(z1(a) < x < z5(a)|a) = /f(x|a) dr=1-—« (7.1)

with f(z|a) being the conditional probability density to observéor a given true value
of a. For an observed value, the borders of the confidence interval foareaq,,;, and
amaez @nd then given by:

Umae = T ()

Amin = $2—1(a)
If the true valuea is greater than,,,, or smaller tham,,;,, then the probability of a
measurement inside this intervadl[;,,,a.q.] IS .

In cases where the probability density function is a Gaussian with maad variance
o2, the interval covered by+ 5, corresponds to the confidence interval with a confidence
level of 68.3 %, wheré andg, are the obtained estimator of the Gaussian probability
density function.

For two sided confidence intervals, the probability o alone is not sufficient to fully
determineu,,;, anda,,., uniquely. One commonly used definition is the central interval,
where the probabilities above and below the confidence interval are equal, i.e.,

P(z < x1|a) = P(x > xs]a) = /2. (7.2)

Two other useful forms are the one-tailed limits, namely the upper and lower limits. At a
given confidence level, the probability for the upper linait,{, = —o0) is given as

Pz < x1|a) = / f(zla)dz =1—a or Pla < tpe)=1—« (7.3)

—00

and that for the lower limitd,,,.., = oc) as

P(z > xs]a) = /f(x|a) de=1—a or Pla> apy)=1-—a. (7.4)

€2



7.3. Confidence Intervals for Poisson Distributions 69

7.3 Confidence Intervals for Poisson Distributions

In a counting experiment, the measurements can only assume integer values, namely the
number of observed events{,). The distribution ofn,,, will be a binomial or, for a

large number of experiments and small probabilities, a Poisson distribution. For a Poisson
distribution with mean\, the probability to observe,,, events is given by

)\nobs
Pngp; A) = e Ao (7.5)
Nobs-+
An upper limitA, at a given CL ofl — a with n, is given by
l—a = Y P\ (7.6)
1=Nopst1
Nobs
a = Y P(isAy). (7.7)
=0

In an analogous way, one can get the lower limitof the mean value by solving the
equations

a = i Pi; ) (7.8)

1=Nnobs
Nobs—1
l—a = Pi; A). (7.9)

—0

~

However, the above mentioned equations represent an ideal situation, as usually the
number of observed events will be a sum of signal and background events, with mean
values\gs and Az and a given uncertainty related to the background estimation. The
probability to observe,,; events is then given by

Mobs Mobs Nobs

W(nos) = 3 Y Paigliz As)Q(j: Ap)dictjmu, = Y Pli; As)Q(nobs — i3 Ap)  (7.10)
=0

i=0 j=0

with Q(j; Ap) the probability distribution of the background events. The sum runs over
all possible combinations of background everasd signal eventgwhich sum up to the
observed number of events,,. If the background is also a Poisson distribution, Eq. 7.10
can be written as

Nobs . ‘ e—()\S"r/\B) . )\ + )\ Nobs
W (nons) = ZP(Z; As)P(nops —i5 Ap) = P(nops; As+Ap) = ( 5; o)
i=0

Nobs-

(7.11)
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From this it follows that the probability to observen,s or fewer events is given by

Nobs Nobs

a=> W(k) =Y P(k;s+Ap) (7.12)
k=0

k=0 =
which has to be solved foxg in order to calculate an upper limit for a given CL.

This method breaks down when the number of observed events is small compared to
the expected number of events, especially when no events are observed at all. In this case,
one has to modify Eq. 7.12 to [87]

Nobs

> P(k;As + Ap)
o = 520 (7.13)

Nobs )

. P(k; Ap)

k=0

such that the number of background events is always smaller or equal to the number of
observed events.

Recently, the so-called unified approach has been suggested by Feldman and Cousins
[88]. This approach introduces two significant improvements compared to classical meth-
ods. The first advantage is that it automatically switches of the calculation from a single-
sided limit to a two-sided confidence interval. The other improvement was the introduc-
tion of a Likelihood ordering scheme, which avoids unphysical confidence intervals.

7.4 Confidence Intervals for the Bayesian approach

In the Bayesian approach, the parameters to extract are treated as random variables. The
combined probability density(x; a) for a parametes and a random variable is given
by Bayes’ theorem,

flzia) = f(zla)g(a) = flalz)h(x) (7.14)
flalz) = {290 (ﬂ?ﬁ(a) (7.15)

whereg(a) and h(x) are probability densities that depend only on one variable. The
probability densityg(a) is the so-called Prior of the observationaof This means that a
probability density for the parameteris chosen before the experiment is performed and
gives the a priori probability fo# before the measurement.af For a given observatian,

the conditional probabilityf (x|a) can be identified with the Likelihood functialb(z, ).

The probability density:(x) is a multiplicative factor which is independent efand
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can be eliminated by requesting normalisation. In the Bayesian approach the confidence
interval can be calculated via

o) = Lot
_f L(x,a) g(a)da

(7.16)

wheref(a|x) is the posterior probability fo#, and gives the probability density distribu-
tion for a after the data: has been obtained. The chosen Prior has to fulfil the normalisa-
tion to keep the denominator finite.

In case of a Poisson distributiaP(n.s; As) with n,,s observed events and a signal
rate of \,, one obtains in the Bayesian approach

L(nobs|)‘s>P()\s)

P()\S|Tbobs) = .
[ L(nops| As) P(Ay)dA,
0

(7.17)

Equation 7.17 has to be integrated, to obtain an upper limit (or confidence interval) for
the unknown parametey;. Including background) g, Eq. 7.17 reads as

L(nobsl)\s + )\B)P()\S)

P(/\s|nobsy>\B) = (718)

[e.9]

[ L(naps|As + Ag) P(As)ds
0

The values obtained from the Bayesian approach obviously depend on the chosen
Prior, i.e., onP(\;). If the Prior density is unknown, one can assume a uniform density
over a certain interval. This flat Prior is, however, just a convention and it would be better
to use a class of Priors. In some cases it is suggested to use a Prior which behaves like
a < s7P ora o< e”* wheres is directly related to the signal rate. If the chosen Prior for
a rare process gives more weight to a region with 0, the limit will be better or more
optimistic compared to a flat Prior. If on the other side, the Prior distribution gives more
weight to large values of, the limit will be worse.

Choosing a flat Prior for a Poisson distribution, the result for the Bayesian confidence
interval is the same as in the classical expression of Eq. 7.13. This also holds in the
presence of background.

7.5 Confidence Intervals and Systematic Uncertainties

Usually the estimation of the backgroung has an uncertainty,, with a probability
density that can be assumed as a GausSiav, 0, ,). The upper limit can be obtained
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by integrating over the uncertaindy , of the background. This modifies Eq. 7.13 to

[ 9() 35 Pk As + Ap)dAs
a= =0 . (7.19)
J9(\B) kZ_O P(k; Ap)d\p

There exists no analytic recipe for including systematic uncertainties in the construc-
tion of the confidence interval. The most common procedure [89] is to use a Bayesian
approach, where the systematic uncertainties on the background or signal efficiency are
parametrised by e.g. Gaussian distributions and convolved with probability density func-
tions. As an example, consider a counting experiment with detector accepiasce
uncertaintyo 4 that expects a background; with an uncertaintyr,,, and observes,
events. The upper Poisson limit on the sighalcan then be defined as in Eq. 7.13 by
integrating over the systematic uncertainties:

Nob 00 00 _(Mse—>\'3)2 _(AS—,\’S)2
obs 1 /7 / 20‘§ gai , ,
srovgry | PkiNs +Xp)e e s dXdX;
== . (7.20)
(Ap=A5)?
Nobs , — 552 ,
> PlksNg)e s dNjg

k=0

The uncertaintyr,, on the signal\g has been expressed by, = A\s - 04/A. This
integral has to be solved to find an upper limit with €lon the signal ratas. In practice
this integral can be solved by Monte Carlo integration methods.

7.6 Observing fewer Events than Expected

In the case that significantly less events are observed than expected, the unified Frequen-
tist approach [88] (aka Feldman-Cousins) and the Bayesian approach for calculating up-
per limits differ substantially. In particular, for zero observed events a Bayesian upper
limit is independent of the number of expected background events, whereas in the uni-
fied Frequentist approach the upper limit decreases when more background is expected.
The question which treatment is correct, depends on how one links confidence intervals
to probabilities, to either the probability of a hypothesis given an observed set of data
(Bayes) or to the probability of observing a set of data given a hypothesis (Frequentist).
In case of fewer events observed than expected it is recommended to quote both, the
Feldman-Cousins and the Bayesian limit. Another suggestion for such cases is to refer to
the sensitivity or expected upper limit, which is a reasonable quantity to judge how large
the actual observed limit fluctuated from its mean.
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7.7 Expected Upper Limit

If the number of observed events remains unkown, as in the case of a “blind box” anal-
ysis, one can calculate the “expected upper limit” without knowing the number of signal
events. The “expected upper limit”, which is the ensemble average of all expected limits
in the absence of a signal for a hypothetical repetition of the experiment, is identical to the
“sensitivity”! defined in the unified approach of classical confidence interval construction
by Feldman and Cousins [88]. Assuming that there is only backgragnohe can cal-
culate for each possible value of observatign a 95% C.L upper limigi(nqs, Ag). The
average upper limit on the number of signal evepis\z)) is then obtained by weighting
each limit from the hypothetical ensemble by its Poisson probability of occurrence:

[e.9]

(Wp) = D 1nons; Ap) -

Nobs=0

((Afi")’; exp(—Ap). (7.21)

YIn [90] it is proposed to refer to this quantity as “exclusion potential”.
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Search for the DecayB! — 1t u~

In this Chapter the search for the rare deéy— u*p~ will be presented. The mea-
surement of a branching fraction requires the determination of the integrated luminosity
or the normalisation to a similar decay with a known branching fraction. For this search
the decay ofB* — J/¢ K* with J/¢» — p™u~ has been used for normalisation. The
search was performed as a “blind box” analysis, with the signal region hidden during all
analysis steps. The strategy of the analysis is to start with a pre-selection and then use
discriminating variables in an optimisation procedure to further reduce the expected back-
ground. The estimation of the background in the signal region is obtained by interpolating
the remaining background from sidebands into the signal region.

8.1 Pre-selection Requirements

The B? candidate event signature for the signal channel under study consists of two muons
giving an invariant mass of thB? mass. Figure 8.1 shows the expected mass resolution
from a Monte Carlo simulation faB? — n ;. A Gaussian fit yields a value of 88 MeV,
whereas the mass difference betwdghand BY is just 90 MeV [4]. Therefore, the
mass resolution is not sufficient to readily separafefrom BY. Considering the largely
suppressed branching fraction, however, the dégay- 1~ was not considered as a
potential signal.

Event (pre-)selection started with requiring two muons identified by extrapolating
charged tracks reconstructed in the central tracking detectors to the muon detectors, and
matching them with hits in the latter. The muons had to form a common 3D-vertex with
an invariant mass between 4.5 and 7.0 G&#hd ay?/d.o.f. of less than 10.

The transverse momentumy, of each of the muons was required to be greater than
2.5 GeVtand|n| less thar2.0 to be well inside the fiducial volume of the detector. Tracks
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x* / ndf 42.76 / 25
140 Constant 128+ 4.6
Mean 5.372+ 0.002
120 Sigma  0.08775 + 0.00210

100

80

60

40

20

# of events / 0.02 GeV/c?

rrr[rrr[rrr[rrr[yrrr[rrr[rrorJrT
T T T T T T I

ol
5.1 5.2 5.3 5.4 5.5 5.6

0 eI IR T O S AT N

invariant (u* ) Mass [GeV/c’]

Figure 8.1: The mass resolution in the signal Monte Carlo after pre-selection.

that were matched to each muon were required to have at least three hits in the SMT and
four hits in the CFT. To select well measured secondary vertices, the two-dimensional
decay length in the plane transverse to the beamling) (vas determined, and the error
(0L,,) on it was required to be less than 1a@. L,, was calculated as

fV x ﬁB
Ly, = —25-L, (8.1)
br

where, [y, represents the three-dimensional vector pointing from the primary vertex to
the secondary vertex. The error on the transverse decay lexigth,was calculated by
taking into account the uncertainties in both the primary and secondary vertex positions.
The primary vertex itself was found for each event using a beam spot constrained fit as
described in Section 4.2. To ensure a simjlardependence of the ;. ~-system in the
signal as in the normalisation channel, the transverse momentum of the carglideife

had to be greater than 5 GeVFigure 8.2 shows ther(u* 1 ~) spectra for the signal and

the normalisation channé&t* — J/¢) K* in Monte Carlo after the pre-selection cuts.

In data, a total of 45’696 signal candidate events survived the pre-selection require-
ments. The effect of the various pre-selection criteria on data events is shown in Table 8.1.

The final event selection was performed using further discriminating variables that
were already introduced in Section 6.1.
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Figure 8.2: The Monte Carlo simulateg(.* 1) spectra for the signal (right) and the
normalisation channel (left) after the pre-selection.

Cut Value #candidates
Good vertex 5'826'444
Mass window (GeV/&)  4.5<m,+,- <7.0 615'873
Muon Quality two medium 399'136
x2/d.o.f. of vertex <10 253'321
Muon pr (GeV/c) > 25 154’305
I <20 149'791
Tracking hits CFB 3, SMT > 2 110’099
0Lz, (Mmm) <0.15 107925
BY Candidateyr (GeVic) > 5.0 45696

Table 8.1: Number of candidate events surviving the cuts in data used in the pre-selection
analysis.

8.2 Optimisation of Discriminating Variables

Before the optimisation of the discriminating variables, the mass region of interest was
restricted to 4.53 GeVfc< M,+,- < 6.15 GeV/€, containing the signal region. The
whole mass region of interest is shifted downward with respect to the world average
B? mass by 30 MeV/in order to correct for the mass scale of the D@ tracker. The
30 MeV/& mass shift valid at the scale of thB-meson mass was determined by a
linear extrapolation of the measured mass shifts betwee thi¢— n"n~) and the

Y(— wptu~) resonances with respect to their PDG-values. This shift by 30 Me¥/c
smaller than the expected mass resolution afzthenass, which is 90 MeVfc

The signal region is blinded during the optimisation of cuts to avoid overtuning of the
cuts into statistical fluctuations as well as biases in the optimisation procedure. Table 8.2
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Figure 8.3: Invariant di-muon mass distribution of data events after the pre-selection. A
total of 45’696 events remain.

defines the mass ranges for the sidebands and the blinded signal region that were used.
The given values translate the size of the blind signal region to a windex29® MeV/c¢

around the expected reconstructgfimass. Thek:270 MeV/é& corresponds to approxi-
mately +3c0 of the expected mass resolution 8f — ™~ in the Monte Carlo. After

the cut optimisation the blinded signal region was shrunk to a width2of for the cal-
culation of the limit. The inner limits of the sidebands were chosen tdsbaway from

the shiftedB? mass. The width of the sidebands that are used for background estimation
was set to each.

Table 8.2: The different di-muon invariant mass regions for signal and sidebands used for
background estimation.

Region min Mass (GeVf3 max Mass (GeVA)
region of interest 4,530 6.150
blinded signal region during optimisation 5.070 5.610
final blinded signal region for search 5.160 5.520
sideband | 4.530 5.067

sideband Il 5.610 6.150
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8.2.1 Random Grid Search

With these definitions, the optimisation on the three discriminating variables was per-
formed as described in Section 6.2. The sideband data sample used during this optimisa-
tion corresponded to about 90 phi.e., a third of the total data sample. The result for the

cut combination which maximised the figure of mériof Eq. 6.4 is shown in Table 8.3.

Table 8.3: The optimised set of cuts and their relative Monte Carlo signal efficiencies
after maximising the figure of merf®.

cut parameter cut value Monte Carlo efficiency (%)
Pointing anglev (rad) <0.2 83.4+£ 0.4
Decay length significance > 18.5 47.5+ 0.8
Isolation > 0.56 97.4+ 0.3

The distributions of the three discriminating variables for signal Monte Carlo and
sideband data are shown in Figure 8.4.

The total signal efficiency of the three discriminating cuts relative to pre-selection is
38.6+0.9%. After a linear extrapolation of the sideband population for the whole data
sample into the final signal region, an expected number of background events-Gf2.3
was obtained. This corresponds to a background rejection of 99.93%.

8.2.2 Likelihood Ratio

In an earlier stage of the analysis, an event classifier based on a probability density ratio
(Likelihood Ratio (LHR), see Section 6.3) was studied. The isolation, pointing angle and
decay length were used as discriminating variables. The LHR varialdeshown on the

left side in Figure 8.6 and the signal efficiency versus background rejection for this Like-
lihood Ratio is shown on the right side. With a different data sampte 200 pb ! it was

found that the background rejection is worse (99.91%) than for an analogous optimisation
using the RGS (99.985%). This reduced background rejection would increase the number
of expected background events in the data sample quite significantly leading to almost
36 background events in the signal region, compared to three for the RGS. Although the
achieved signal efficiency would have been increased from 21% in the RGS to 43%, it
was therefore decided not to pursue this optimisation method further.
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Figure 8.4: Discriminating variables after the pre-selection for signal Monte Carlo and
data events from the sidebands. The arrows indicate the cut values that were obtained
after optimisation. The normalisation is done on the number of signal Monte Carlo and
sideband data events after pre-selection.
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Figure 8.5: The remaining background for the full data sample with the standard discrim-
inating variables. The line shows the linear fit to determine the expected background.
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Figure 8.6: The LHR variablé? on the left side and the signal efficiency versus back-
ground rejection for this Likelihood Ratio on the right side.

8.3 The Normalisation ChannelB* — J/v) K+

In order to obtain a branching ratio limit f&° — u*p~, the decay chai* — J/¢ K*

with J/v — p*p~ was used as normalisation. ThHgy decaying intqu™ i~ has the big
advantage that the" .~ efficiencies cancel to a large extent. Therefore, the same cuts on
the discriminating variables were applied to the muons frthim decays fromB= as in
the B — p*u~ search.

The standard selections fé#* mesons were applied as follows: Thgy vertex fit
of the two muons was required to havecaper d.o.f. of not more than 10, similar to
the u* 1~ vertex criterion in theB? search. The combined vertex fit of thg: and the
additional K* should not yield ay? for three d.o.f of more than 20. The of the K=+
should be larger than 0.9 GeV/c. Moreover, a collinearity between the decay length vector
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Figure 8.7: The normalisation channgt — .J/¢) K* for the full data sample after all
final cuts.

of the B* meson and the combined momentunygf) and K= in the transverse plane of
at least 0.9 is required.

The mass spectrum of the reconstructetl — J/¢ K* for the full data sample is
shown in Figure 8.7. A fit using a Gaussian function for the signal and a second order
polynomial for the background yielded 96635 + 22 signal events, where the first un-
certainty is statistical and the second due to systematics estimated by varying the fit range
and background shape hypothesis. The mass resolution &fthi@40.7 MeV/é, which
agrees reasonably well with the resolution of 36 MéWbtained in the Monte Carlo
simulation. TheB* mass for theB* — J/¢) K* selection is in the data 5278 MeV/c
which is just 1 MeV/é below the PDG mean value of thi&" meson.

The selection efficiencies for data and Monte Carlo events for the cuts on the discrim-
inating variables are shown in Table 8.4 and show a reasonably good agreement. The data
efficiencies were estimated using the fit procedure described above after various cuts and
are relative efficiencies. The distributions of the variables are shown in Figure 8.8.

Instead ofB+ — J/¢ K*, one could also usB? — .J/v ¢ as normalisation channel.
Normalising to the decay modé* — .J/¢» K* is , however, preferable, since this mode
yields higher statistics and the branching ratio and lifetime are well known from measure-
ments at CLEO and the asymmetfBdactories. In addition, understanding the efficiency
to detectB? — J/v ¢ events is complicated by the presence of differét components
which have different lifetimes. Finally, normalising to the maig — .J/+ ¢ does not
completely eliminate the systematic uncertainty due to the fragmentation ratio, since all
current calculations of the branching ratio for this mode use this ratio.
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and data events after all final cuts. Distributions were normalised to give the same integral.
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Table 8.4: Efficiencies for the discriminating variables of data and Monte Carlo events for
the normalisation channél* — J/y K*.

cut parameter cutvalue Data efficiency (%) Monte Carlo efficiency (%)
Pointing anglex (rad) <0.2 89.7+ 0.8 94.1+ 0.5
Decay length significance > 18.5 56.5+ 1.8 59.2+1.4
Isolation > 0.56 94.0+ 0.9 96.3+ 0.5

8.4 Deriving an Upper Limit

To calculate an upper limit on the decdy! — u*p~, the numberVz+=906+35+22

of reconstructed events of the deday — .J/¢ K* have been used as normalisation, as
explained in Section 8.3. The branching fract®®fB? — ;"n~) can then be calculated
as (see Appendix A for the derivation):

By
€4,- b— B
0 +,,- . . M+M . d =
BBy — p p") (1+R EBE 5 Bg) (8.2)
pt

B* +
M<n0b87 nback) e;ﬁ‘u—Ki b— B

B _, RO
Np+ B b= B

B(B* — J/Y K*) - B(J/Y — p )

where

o 1i(nobs, Mhack) IS the upper limit on the number of observed events at a chosen CL
for n,,, Observed events withy,... expected background events;

0

) efju, and effM,Ki are the efficiencies for the signal and normalisation channels,
obtained from Monte Carlo simulations;

e b — B% b — B* andb — B are the fragmentation fractions bbr b quark to a
BY, a B* or a BY meson, respectively. The ratio which enters in the equation was
calculated using the latest world average values [4] for the fragmentatids, for
and B? mesons, respectivelyFor the uncertainty on the fragmentation ratio, a full
anti-correlation between the two was assumed and (B, 4)/(b — B?) = 3.70 +
0.47 has been obtained. This fragmentation ratio was determined by measurements

!Note that the Monte Carlo uses simgly— BY)/(b — B, 4) = 3/10 which need to be corrected for
when calculating3(BY — u* ™) from equation 8.2
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from LEP, SLD and Tevatron. If only measurements of the fragmentation fractions
from the Tevatron are used, the averagéis— B, ,)/(b — B?) = 3.32 £ 0.59.

This is slightly different from the world average value and is dominated by the
comparison of the mixing probabilities betwe&j and B mesons,y, and y,.
Using only Tevatron data alone would improve the upper limit by 15%;

o B(B* — J/tp KF) = (1.00 = 0.04) x 1072 andB(J/1) — ptp~) = (5.88 +
0.1)% [4]; and

3 R-efgu_ /efﬁu_ is the branching fraction ratiB(BY) /B(BY) of By , mesons decay-
ing into two muons multiplied with their efficiency ratio. In the Standard Mogel,
is given byR = 7(By)/7(BY) - mpy/mpy - fgo/fgo Vial?/|Vis|?, wherergo are
the lifetimes of the3-mesons andBo the meson decay constants. The relatlon on
the branching fraction ratio holds in fact for all new physics models that are obeying

Minimal Flavour Violation. The ratlewu_ /Eutut was determined from simulation
to be0.92 + 0.04, with the uncertainty due to limited Monte Carlo statistics.

To simplify the calculation of the upper limit on the branching fracti®(3? —
wt ) it was assumed that there are no contributions figfn— 1 n~ decays R ~ 0)
in the search window centred around tB& mass. This assumption is acceptable since
the decay is suppressed By, /Vis|* ~ 0.04 in the Standard Model. Any non-negligible
contribution due toBY decays 2 > 0) would make the obtained branching fraction
B(BY — utpu~)asgivenin Eq. 8.2 smaller. Thus, the presented limiZaB® — 1 u™)
is in that context conservative

The efficiencies:”; w, andew _ =+ are the global signal efficiencies for the search
signal and normallsatlon channel respectively, including the pre-selection cuts and ac-
ceptance They were determined from Monte Carlo teBQe, (7.024+0.12) x 1074

and euﬂrKi = (5.06 & 0.14) x 10~*, where the uncertainties are due to Monte Carlo
statistics. The quoted efficiencies refer to Monte Carlo events that passed the trigger sim-
ulation and hence include the trigger efficiency. The value for the raw efficiency ratio is

found to bec” +M Ki/e/ﬁu = 0.71 £ 0.02. Note that the efficiency ratio refers to Monte

Carlo generateth events and has to be corrected for the used fragmentation ratio of 3/10
used in the Monte Carlo simulation in order to calculate the limit of Eq. 8.2.

The pr distribution of theB* in data was found to have a slightly harder spectrum
than that from Monte Carlo simulation. The distribution of B candidate data events
from the normalisation channel in data was compared with the Monte Carlo simulation
prediction and a weighting function was obtained. The Monte Carlo events of the sig-
nal and normalisation channels were reweighted accordingly, to ensure good agreement
between data and Monte Carlo simulation. The efficiencies were calculated using the
weighted events.
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Table 8.5: Fitted mass resolutions as predicted by Monte Carlo simulations and as seen in
the data for 3y andY(1S).

Mode Opata [MeV]  opc [MeV]  Ratioopaa/onc
Jh) 72.0 55.0 1.31
Iy (from B — J /i K) 77.3 61.2 1.26
T(1S) 226.2 176.3 1.28

In addition, the observed widths of knowrt .~ resonances.Jj/v and Y (1S5)) are
(27+4)% larger than predicted by Monte Carlo, as shown in Table 8.5. This large
discrepancy is due to an insufficient description of the passive detector material used
in the Monte Carlo simulation after the upgrade from Run | to Run Il. ®&,,-
signal mass region using the Monte Carlo mass resolution therefore corresponds to
+1.58& p.:. When the data mass resolution is considered, and the efficiency was cor-
rected accordingly. The final corrected value for the efficiency ratio was then found to
beel . /ef%u, — 0.247 + 0.009 (stat), where the uncertainty is due to Monte Carlo
statistics. The systematic uncertainty associated with the weighting procedure and effi-
ciency correction is discussed in Section 8.6.

8.5 Sensitivity

The analysis has used the technique of a “blind box” analysis, which means that the signal
region was kept hidden throughout all analysis steps presented so far. Before exploring
the “blinded” invariant di-muon signal mass region, one can calculate an “expected upper
limit”, as introduced in Section 7.7, without knowing the actual number of sigal-

ptp~ events. In Eq. 8.2, the upper limi{n.ps, npack) has to be replaced by (npqaer))-

Using the numbers presented in Section 8.4, without their statistical uncertainties, one
obtains a sensitivity of

(B(By — ptpu™)) =3.6 x 107" ata 95% CL. (8.3)

After the cut optimisation and calculation of the sensitivity, its dependence on the
choice of the width for the final blinded signal region was investigated. The number of
expected background events from a linear interpolation from the sidebands was calculated
for signal regions varying from-1.50,,¢ to +2.50,,¢ in width, and the expected sensi-
tivity was calculated. The maximial sensitivity for the cut conditions quoted in Table 8.3
was achieved for a final signal width of abat®s,,~, which was just the default value.

The expected branching ratios are listed in Table 8.6 and exclude the uncertainties and
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corrections to the efficiency ratio, that were obtained for the different widths of the signal
region. The values presented in Table 8.6 refer to a reduced data set of 24@jth an
expected background 8f7 + 1.1 events.

Table 8.6: The sensitivity and total Monte Carlo signal efficiency for signal regions of
different width.

width opre npeer (B) for 95% CL - MC efficiency (%)

+2.5 4.6 3.8 x 1077 (73.2+1.2) x 10
+2.0 3.7 3.6 x 1077 (70.24+1.2) x 107
+1.5 2.8 3.7 x 1077 (63.54+1.4) x 1075

8.6 Systematic Uncertainties

All relative uncertainties that enter into the calculation(f) are listed in Table 8.7.
The largest individual contribution is almost 13%, due to the fragmentation (fatie

Table 8.7: The relative uncertainties for calculating an upper lim8 of

Source Relative Uncertainfs
effﬂ,Ki/eijH, 7.7

#of BX — J/p K* 5.0

B(B* — J/i K*) 4.0

B(J/¢ — ptp™) 1.7

Jo—po/ fop 12.7
background uncertainty 27.9

B*)/(b — BY). To calculate the error on the fragmentation ratio, it was conservatively
assumed that the individual fragmentatiqihis— B*) and (b — BY) are fully anti-

correlated. The relative statistical uncertainties% _ andeff#, e+ are 1.7% and 2.8%
respectively. They were combined into one efficiency uncertainty assuming no corre-
lations. An additional systematic uncertainty was assigned to this ratio: The different
muonpy distribution between/ /¢y — utp~ andB? — utu~ decays (2.3%), the track-

ing inefficiency for the additional Kaon track with respect to Monte Carlo (1%) , the
uncertainty on trigger and muon identification between data and Monte Carlo (0.7%),

the weighting procedure (6.4%) and the different resolutions (1.3%). Within the errors,
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the Monte Carlo correctly reproduces the efficiency of the cuts on the discriminating
variables when applied to the normalisation channel. This yields, with the already men-
tioned correction due the data resolution in data, a final value for the efficiency ratio of

0
€5y e/€ni,- = 0.247 £ 0.009 (stat) & 0.017 (sys).

The relative uncertainty on the number of background events is 27.9% aBd ther-
malisation channel has a relative uncertainty of 5.0%, including statistical and systematic
effects.

The statistical uncertainty on the expected number of background events, as well as the
uncertainties on signal and background efficiencies, can be folded into the limit/sensitivity
calculation of Eq. 8.2 by integrating over probability functions which parameterise these
uncertainties. A prescription [91] for constructing a Frequentist confidence interval with
the Feldman and Cousins ordering scheme for the Monte Carlo integration was used. The
background was modelled as a Gaussian distribution with its mean value equal to the ex-
pected number of background events and its sigma equal to the background uncertainty.
The signal and background efficiency uncertainties were considered as Gaussian distribu-
tions assuming a full correlation between the two. The uncertainty on the number of
events was propagated into the signal and background efficiency uncertainties. The rela-
tive errors on the fragmentation ratio and on the branching ratios were taken into account.
The resulting sensitivity, including all the above mentioned statistical and systematic un-
certainties at a 95% CL, is then

(B(B? — 7)) =4.2 x 1077 at 95% CL. (8.4)

8.7 Results

After a detailed review of the analysis by the D@ collaboration, the approval to explore
the signal region was given by the D@ physics coordinator. In the spirit of a “blind box”
analysis, no cut value was changed after the box was opened, only more data was added
and therefore the background estimation changed.

Four events were found in the20,,- signal window, while4.3 + 1.2 events were
expected due to background. The properties of the four signal events are listed in Table 8.8
and the mass distribution inside the unblinded signal region is shown in Figure 8.9.

The four events were checked for any anomalous behaviour by comparing their char-
acteristics to background events obtained from the sidebands. It was found that the four
signal events do not exhibit any distinctive behaviour in any of the plotted kinematical
variables and therefore they are completely consistent with background events. In the
absence of an apparent signal, a limit on the branching fra&id@f — x*u~) (and
B(BY — utp~)) was computed.
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Table 8.8: The four signal events that were found after opening the box.

Run# Event# Mass (GeV) Pointing angi€rad) L,,/éL,, Isolation/

167190 1921022 5.416 0.147 37.7 0.591
176591 2307148 5.444 0.037 21.2 0.912
177820 13141437 5.341 0.009 29.2 0.682
188905 39723538 5.347 0.033 34.4 0.652
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Figure 8.9: The mass distribution after opening the box for the data sample with the
standard discriminating variables. Four events were found in-thweregion.

The resulting limit on the branching fraction at a 95% (90%) CL, including all statis-
tical and systematic uncertainties, is

B(B? — ptp~) < 3.7 x 1077 (3.0 x 1077).

Using a Bayesian approach with flat prior and Gaussian (smeared) uncertainties [92] a
limit of

B(BY — pt ™) <4.0 x 1077 (3.2 x 1077)

at the 95% (90%) CL was obtained. These limits represent an improvement of the previ-
ously published values by D@ at the 95% (90%) CL of

B(BY — ptp™) <5.0 x 1077 (4.1 x 1077).
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obtained with a D@ Run Il dataset of 240 pt{44].

The analysis is also sensitive ) — pTu~. To calculate an upper limit on the
branching ratio forB} — u*p~, it was assumed that there is no contribution from the
decayB? — u*u~. The formula given in Eg. 8.2 was modified to

0
0 +, - Tyl 65+M*Ki €t - b— B* + + + -
B(By — p"p ):NBi. B0 5 'b—>BOIB(B = J/YKF)-B(J/Y— pu)
W a

(8.5)
with the same notations as above. The fadto~ B*/b — BY was taken to be
unity. The event upper limitp,;, was calculated including the additional uncertainty

on the efficiency rati@fgu, /eféﬂ,. This yields and upper limit on the branching fraction
B(BY — utpu~) ata 95% CL of

B(BY — ptpm) <11.1 x 1078,



Chapter 9

Search for the Rare Decay
BY — ¢t~

In this Chapter, the search for the rare de&ly— ¢+~ will be presented. For this
search, the decay d@° — J/v¢ ¢, with J/¢y — pTpu~ and¢ — K+ K—, was used for
normalisation. The search was performed again as a “blind box” analysis, with the signal
region hidden during all analysis steps. The strategy of the analysis was to start with a
pre-selection and then use discriminating variables in an optimisation procedure to further
reduce the expected background. The estimation of the background in the signal region
was obtained by interpolating the remaining background from sidebands into the signal
region.

9.1 Introduction

As described in Section 2.4.2, the Standard Model prediction for the decay rate of the ex-
clusive FCNC decay depends on the assumed form factor model. Also the shape of the in-
variant di-muon mass depends on the form factor model used. For the signal Monte Carlo
events, a decay model in EvtGen [82] was used which includes next-to-next-to-leading
logarithmic (NNLO) improved Wilson coefficients [21] for the short-distance part. The
form factors were obtained from QCD light cone sum rules taken fronetAdl.[22]. Just
recently, Ballet al. presented an improved form factor calculation [93]. A comparison of
the invariant mass spectra for the two muons in these two models is shown in Figure 9.1.
The difference reaches about 20% faf+,- < 1 GeV/¢, while elsewhere it remains

well below 10%. The Standard Model decay ratef — ¢ 't~ is predicted to be of

the order ofl.6 x 1076 [94].

90
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Figure 9.1: Invariant mass spectra generated with the two decay models [21, 93] before
(left) all selection cuts and the efficiency as function of the di-muon mass (right) after all
cuts for the decay model of Aét al.[22].
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Figure 9.2: Di-muon invariant mass distribution of the lodecandidate selection.

9.2 Pre-selection Requirements

The pre-selection starts with a loose selectioBffcandidates consisting of two muons
and two oppositely charged tracks forming a good vertex. In this first selection step, the
mass of the two kaon candidate tracks was required to be between 0.98F GeM/c<

1.080 GeV/¢ and the mass of th&" candidate was required to be within 4.4 GéV/c

< mp < 6.2 GeV/@. The di-muon invariant mass distributions for the pre-selected
events is shown in Figure 9.2

Next, it was required that the invariant mass of the two muons is 0.5 GeVig,,,- <
4.4 GeV/e. In this mass region, thé/¢(— ptp~) andy(2S)(— utp~) resonances
are excluded with cut-out regions that cowesos wide windows around the observed
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resonance masses as indicated in Figure 9.2./Fifemass resolution obtained in data is
o = 75 MeV/c? while the Monte Carlo resolution is about 25% better than that.

The two muons had to be of medium quality, requiring two of the three muon layers
to have fired and a central track to be matched. Jhel.o.f. of the two-muon vertex was
required to bey?/d.o.f.<10. The tracks that are matched to each muon leg had to have at
least three hits in the SMT and four hits in the CFT. In addition, the transverse momentum
of each of the muons was required to be greater than 2.5 @@d/their pseudorapidity
had to begn| < 2.0 in order to be well inside the fiducial volume of the tracking and muon
detectors. The error on the transverse decay leddth), was required to be smaller than
150 um.

In the following, the number of3Y candidates was further restricted by requiring
p? > 5 GeV/c and asking thé? candidate vertex to fulfik? < 36 for five d.o.f. The
two tracks that are combined with the two muons to Bfecandidate should each have
pr > 0.7 GeVE and each need at least one hit in the SMT. The two tracks forming
the ¢ candidate were further restricted in their invariant mass to be within 1.008 &eV/c
< my < 1.032 GeV/e. The successive cuts and the number of candidate events surviving
each cut are shown in Table 9.1.

Table 9.1: Number of candidate events in data surviving the cuts used in the pre-selection
analysis.

Cut Value #candidates
Good vertex 1555320
Mass region ( GeVA) 0.5< my+,- <4.4 530892
excl. J/9 ) (2S)
Muon Quality two medium 276875
x?2/d.o.f. of vertex < 10 127509
Muon pr (GeV/c) >2.5 73555
Muon |n| <20 72350
Tracking hits CFB 3,SMT> 2 58012
0 Lgy (Mm) <0.15 54752
B? Candidatepr (GeV/c) >5.0 54399
BY x? vertex < 36 53195
Kaonpr (GeV/c) > 0.7 9639

¢ mass (GeV/) 1.008< my <1.032 2602
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9.3 Optimisation of Discriminating Variables

Before the optimisation of the discriminating variables, the mass region of interest was
restricted to 4.51 GeVfc< M+, < 6.13 GeV/€, containing the signal region around
the PDG [4] world average value of th&) mass ofmpo = 5369.6 + 2.4 MeV/c®>. The

mass region of interest was shifted downward with respect to the world avBfagass

by 44 MeV/¢& in order to correct the mass scale of the D@ tracker. The 44 MeV&ss

shift was taken from the meaB? mass obtained from the fit to t8" — J/v¢ ¢ mass
spectra without constraining the di-muon pair to the) mass, as will be discussed in
Section 9.4.

In this analysis, the signal region was again blinded and sufficiently well separated
from the sidebands. Table 9.2 defines the regions for the sidebands and the blinded signal
region that were used.

The selected values translate into a width of the blinded signal regios of
270 MeV/é around the (shifted) world average mass value of Bje The expected
mass resolution foB? — ¢ p™ i~ from Monte Carlo iss 75 MeV/c, the 270 MeV/é
window corresponds therefore 163.60 [95].

After the optimisation of the discriminating cuts the blinded signal region was shrunk
to a+ 225 MeV/é (+30) window for the calculation of the sensitivity. The inner limits
of the sidebands was chosen such that they are 270 Meway from the expecte’
mass. The width of each of the sidebands that were used for the background estimation
was set to 540 MeVic

Table 9.2: The different four track invariant mass regions for signal and sidebands used
for background estimation.

Region min Mass (GeVf3 max Mass (GeVA)
region of interest 45156 6.1356
blinded signal region during optimisation 5.0556 5.5956
final blinded signal region for limit 5.1381 5.5131
sideband | 45156 5.0556
sideband 5.5956 6.1356

With these definitions, the optimisation on the three discriminating variables, isola-
tion, pointing angle and decay length significance, was performed as described in Sec-
tion 6.2. The signal Monte Carlo for this optimisation included the charmonium res-
onances to increase the number of cut combinations. This can be justified, since the
discriminating variables do not depend on the invariant di-muon mass. The resulting cut
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Table 9.3: The optimised cuts and their relative Monte Carlo signal efficiencies including
their statistical uncertainties after maximisifg

cut parameter value Monte Carlo eff. (%)
Opening angle (rad) <0.1 81-4
Decay length significance> 10.3 73t4
Isolation > 0.72 92t5

values that were obtained from optimising the figure of mErivf Eq. 6.4 are listed in
Table 9.3.

The distributions of the three discriminating variables is shown in Figure 9.3 for signal
Monte Carlo and sideband data.

The total signal efficiency relative to pre-selection of the three discriminating cuts was
found to be(54 £+ 3)% with the uncertainty due to Monte Carlo statistics. After a linear
interpolation of the sideband population into the final signal region an expected number of
background events of 146.4 for the whole data sample was obtained. Figure 9.4 shows
the invariant mass distribution for the remaining background events populating the lower
sideband.

9.4 The Normalisation ChannelB? — J/v ¢

In order to obtain a branching ratio limit faB? — ¢ u*u~, events from the decay

BY — J/ ¢ with J/ip — ptp~ and¢ — KTK— were used as normalisation. As
mentioned above, the same cuts were applied t&thes J/v ¢ candidates. In addition,

the two muons were constrained to have an invariant mass equalfgitheass [4]. This
approach assumes that the non-resonant signal will be negligible compared to the reso-
nant, since the non-resonant invariant mass could fall insidé theegion and therefore
appear in theB? — J/v ¢ signal region. In Figure 9.5 and Figure 9.6, the invariant
masses for the and.//¢) candidates are shown for data and Monte Carlo, respectively.
The indicated fit in all plots is the sum of a Gaussian for the signal plus a linear func-
tion for the background description. The obtained resolution forthandidate in data
(4.2 MeV/&) compares well to the value of the Monte Carlo simulation (4.3 M&V/c

The reconstructe®? — .J/1 ¢ mass spectrum for the full data sample is shown in
Figure 9.7. A fit using a Gaussian function for the signal and a second order polynomial
for the background yield3 + 10 + 4 B? candidates, where the first uncertainty is due
to statistics and the second the systematic uncertainty which was estimated by varying
the fit range, background and signal shape hypotheses. The mass resolutiorBdristhe
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Figure 9.4: The remaining background for the full data sample with the standard discrim-
inating variables.

200

# of events / 2 MeV
g g
T ‘ L ‘ L ‘

ND
F 2 L T B L

1 1.01 1.02 1.03 1,04 . 2.8 3 3.2 34 36
Invariant mass (K* K') [GeV/c*] Invariant mass (ut @) [GeV/ceT]

Figure 9.5: Invariant masses obtained from data for/tleandidates (left) and/« can-
didates (right).

27.3 MeV, which compares very well to the resolution of 26.2 MeV obtained in the Monte
Carlo simulation. TheB? mass in the data from thB? — .J/v ¢ selection turns out to

be 15 MeV/é below the PDG mean value for th#&. Using the four track invariant mass
without constraining the di-muon to th&/v» mass, a 44 MeV/fcshifted BY mass was
obtained. This is exactly what is expected for the rare sifiiat> ¢ ™1~ Therefore, all
mass windows were shifted 44 MeV/o lower invariant masses with respect to the PDG
mean value of thé3? mass. Table 9.4 summarises the various resolutions obtained from
data and Monte Carlo for the two different mass reconstructions fits (constraining and
unconstraining the//1) mass). TheB? — J/+ ¢ mass spectra are shown in Figure 9.8
for data and Monte Carlo events.

A comparison of data and Monte Carl®f — .J/¢ ¢ events for various kinematical
variables is shown in Appendix B.



9.5. Deriving an Upper Limit 97

> F >

) = )

= 4001 = l

N E < 400

- 300 : [

= = & L

3200 g 200

5] i z r

= 100 Bt
** = L L 1 = = ° 1 1 !

o 1.01 1.02 1.03 100 * 8 2.8 3 3.2 34 3.6
Invariant mass (K* K) [GeV/c’] Invariant mass (u+ @) [GeV/cT]

Figure 9.6: Invariant masses obtained from Monte Carlo forstlsandidates (left) and
J /1 candidates (right).

> N

< 30- B2 > J/y 0

o L | Ny =73+10+4

~ 20

ﬁ B

: -

L -

> 10[

% 1 11 11 1

+ . > o ERAST - . . ] .... ) . o
0—5 5.2 5.4 5.6 5.8

Invariant mass (u* @ K* K) [GeV/c?]

Figure 9.7: The normalisation channg! — .J/¢ ¢ for the full data sample.
9.5 Deriving an Upper Limit

To calculate an upper limit on the branching ratio for the deBdy— ¢ u™u~, the
number of reconstructed evermts+ 10 + 4 of BY decaying intoJ /v (™) ¢ were used
as normalisation. Thu&(B° — ¢ u™ 1) was calculated as:

0
B(BY = ¢pp™) _ pnobs Mhack) .~ “Ijvs

0 - " Bo
B(BY — J/v ¢) Neg—ipwo e _,

(J/p — ™) (9.1)

where

o 1(nops, Mhack) 1S the upper limit on the number of observed events;
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Data  Monte Carlo
no.J/v mass constraint

Mean MeV/é 5321.98 5365.55
o Mev/c? 78.66 73.34
J /1 mass constraint
Mean MeV/é 5354.95 5368.74
o MeV/c? 27.32 26.23

Table 9.4: Data and Monte Carlo resolution comparison forthie~ .J/v ¢ candidates.
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Figure 9.8: Mass spectra for Data (left) and Monte Carlo (right) of the unconsfrint
J /1 ¢ candidates.

0

0 . . . . . .
. ef;m_ andefsw are the efficiencies of the signal and normalisation channels, ob-
tained from Monte Carlo simulations and

e the branching rati®(J/¢ — p*p~) = (5.88 + 0.1)% was taken from [4].

_ . 0 0 . .. .
The efﬂmenme&f;w_ and efj‘w are the global signal efficiencies for the search

signal and normalisation channel, respectively, including pre-selection cuts, the accep-
. .. . qQ
tance and trigger efficiency. They were determined from Monte Carlo t@fp%, =

(3.6 £0.2) x 107 and E?/gqu = (9.9 + 0.6) x 10~°, where the uncertainties are due

to Monte Carlo statistics. The quoted efficiencies refer to triggered Monte Carlo events
using the trigger simulation only. Finally, the Monte Carlo events were weighted accord-
ing to the data/MC difference for the-(B) distribution and a final efficiency ratio of
2.80 + 0.21 was determined. This efficiency ratio was used to calculate the limit and an
additional uncertainty on the efficiency ratio was assigned.
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9.6 Sensitivity

The analysis used the technique of a “blind box” analysis, which means that the signal
region was blinded throughout all analysis steps presented so far. Before exploring the
“pblinded” invariant di-muon signal mass region one can calculate an “expected upper
limit”, as introduced in Section 7.7, without knowing the number of sigsfal> ¢ ™
events. For this, the upper limi(r.yps, 7pack) IN EQ. 9.1 is replaced bypu(npq.r)). Using

the numbers presented in Section 9.5, without their statistical uncertainties, the result for
the statistical sensitivity is

(B(BY — ¢ptp))
B(BY — J/vy ¢)

=1.0 x 1072 (9.2)

ata 95% CL.

Using the central value of the world average branching ratio [4Bbf— J/v ¢ =
9.3 x 107, a sensitivity for the rare decay of

(B(BY = ¢oputpu™)) =92 x 107°

at a 95% CL was obtained.

9.7 Systematic Uncertainties

The different sources of relative uncertainties that enter the calculation on the limit of the
branching ratio are listed in Table 9.5. In principle, the branching ratidfor- J/1 ¢
has the largest uncertainty, but its uncertainty cancels out due to the normalization.

The second largest uncertainty is 25% from the background interpolation into the
signal region and is due to the statistical uncertainty on the integral of the fit. The total
uncertainty on the number of observBfl — J/v ¢ events is 14.8%.

e . 0 0 . . . . .
The efficiency ratlczf/sw/ef;m_ was determined in this analysis as a single number

from Monte Carlo and hence correlations are taken into account correctely. The statistical
uncertainty on the ratio is 7.4%.

An additional uncertainty of 1.1% is applied to take into account Monte Carlo weight-
ing. This weighting is due to the differept- distributions of theB mesons in data
and Monte Carlo. The same weighting procedure as used in the search for the decay
B? — pu~ and described in Section 8.4 was used.

Within the framework of the Standard Model, tfi# mesons are expected to mix
in such a way that the mass and decay width differences between the heavy and light
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Table 9.5: The relative uncertainties for calculating an upper limi8.ofNote that the
first uncertainty is not taken into account since the limit has been normaliggd3b—

S/ §).

Source Relative Uncertain{{/o]
B(BY — J/v ¢) 35.5

B(J/¢ — ptp™) 1.7

€7/we] €yt - 7.4

#of B — J/ ¢ 14.8

Monte Carlo weighting 1.1

C P-odd/even lifetime differences 8.0
pre-Geant weighting 3.5

Total 18.8
background uncertainty 25.0

eigenstatesAM = My — M, andAl' = I'y — I';, are sizeable. The mixing phase

d¢ is small and to a good approximation the two mass eigenstates correspond to the two
C'P eigenstates. The light mass eigenstate is expected o/beven and has a larger
decay width, and thus a shorter lifetime, than the heavy mass eigenstate that is expected
to beC' P-odd. The Monte Carlo samples for the normalization channel contained only
CP-even states. The efficiency difference betweerttReeven and” P-odd state for the
normalization channel was estimated using Monte Carlo to be 6%, with an uncertainty
of 8% on the ratio. Therefore, another uncertainty of 8% was conservatively assigned to
take into account contributions from tli&”-odd/even eigenstates.

An additional uncertainty was introduced to take into account pre-Geant weighting.
As described in Section 5.4, kinematical cuts for particles at generator level were applied
in order to save computing time. One has to check for possible biases introduced at the
pre-Geant (detector simulation) stage. To study those effects, Pythia samples for each
relevant decay channel were produced without any cuts on kinematic variables at the
event generator level. After that, eaBhmeson candidate was weighted according to the
obtained weighting function and an efficiency was calculated. The efficiency ratio with
and without kinematic cuts for weighted events was estimated. A difference of 3.5% was
observed and taken as a systematic uncertainty.
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Figure 9.9: The invariant mass distribution for the full data sample with the standard
discriminating variables.

9.8 Results

After review and approval by the D@ collaboration, and after finalising the cuts, the signal
box was opened. No signal event was found for the cuts used in this analysis. The
invariant mass distribution is shown in Figure 9.9. The Poisson probability for observing
zero events for an expected background.6f+ 0.4 is p = 0.22. Since fewer events than
expected were observed, the background prediction and the number of observed events
were checked with different combinations of looser cuts. Table 9.6 gives an overview of
some of the tested combinations and shows a reasonable agreement between the expected
background and the observed numbers of events.

Upper limits depend strongly on the algorithm that is used to derive the limit in case
that fewer events are observed than expected. Therefore, two limits, derived using the uni-
fied and the Bayesian approach, are quoted here. Including the statistical and systematic
uncertainties, the limit using the Frequentist approach is:

B(B) — ¢utu)
B(BY — J/v ¢)

at a 95% (90%) CL. Using the central value of the world average for the branching ra-
tio [4] of BY — J/¢ ¢ = 9.3 £ 3.3 x 1074, this corresponds to a limit of

<4.4(3.5) x1073 (9.3)

B(B? — ¢utp)<41(32) x107° (9.4)

at a 95% (90%) CL.
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Table 9.6: Comparison of the expected background and observed events after various
cuts.

cut parameter cutvalues expected observed
no discriminating cuts 534 14 517
Pointing angle (rad) <0.11 37+ 4 39
Pointing angle (rad) & <0.11

Decay length significance >4 7.84+1.8 3
Pointing angle (rad) & <0.11

Decay length significance > 2 18.6+ 2 19
Pointing angle (rad) & <0.11

Decay length significance > 11.1 3.4+ 0.8 0
Pointing angle (rad) & <0.11

Decay length significance & > 11.1

Isolation >0.72 1.6+0.4 0

Taking a Bayesian approach ([92]) with flat prior, and uncertainties treated as Gaus-
sians in the integration, an upper limit at a 95% (90%) CL of

B(B) — ¢ptu)

BBY = 1/0d) <7.4(5.6) x 1073 (9.5)

was found.

A good statistical practice is also to quote the sensitivity of the search, if fewer events
are observed than expected. Here, the sensitivity was determined as the average expected
upper limit from an ensemble of hypothetical experiments including the statistical and
systematic uncertainties it was found to be

(B(BY — ¢ptp))

BB = Jjid) 1.1 x 1072 (9.6)

ata 95% CL.



Chapter 10

Observation of the DecayBY — (25) ¢

In this Chapter, the observation of the dedayy — v(25) ¢ and a measurement of the
branching ratia3(B? — (2S) ¢) relative toB(B? — J/v ¢) is reported. In addition,
the branching ratio of the decdy™ — (25) K+ relative toB* — J/¢ K* has been
measured and used as control channel.

10.1 Introduction

Studies of the decays d® mesons ta)(25) final states have contributed to knowledge
about hadronid3-meson decays and provide insight into the interplay between weak and
strong interactions. The decdy® — (25) K* was first observed [96] at ARGUS,

B — 4(2S) K*° was frist observed [97] at CDF (Run ) , and CLEO frist observed [98]
B — (25) Kg and B* — (25) K**. Subsequently, all these decay modes have
been studied with more statistics by many experiments. The measurements show that the
rates of B+ and B meson decays to thg(2.5) final states are approximately 60% of the
rates of the corresponding decays to the’ final state. For the3? meson, up to now
only the decayB? — (25) ¢ has been observed by the ALEPH collaboration, which
reported [99] one candidate event in 1993 in thBfr mass measurement analysis. A
branching ratio forB? — (25) ¢ relative toB? — J/1 ¢ has not yet been measured.
Main properties of the/ /) andv)(2S) are summarised in Tab. 10.1[4].

10.2 Event Selection

The B? — (25) ¢ candidate event signature contains two muons fromy/tfs) and
two kaon candidate tracks which formpecandidate. This signature is the same for the
normalisation channgB? — J /1 ¢.

103
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Table 10.1: Comparison of properties.Ofy and«(2S) mesons (taken from [4]).

J/Y P(25)
Mass [ MeV/¢&] 3096.916+ 0.011 3686.093 0.034
Full width T" [ keV] 91.0+£3.2 281+ 17
Jre 1— 1—
Decay to hadrons [%] 87F0.5 97.85+ 0.13
Decay toete™ [%)] 5.934+0.10 0.755+0.031
Decay tou™ i~ [%] 5.88+0.10 0.73+ 0.08
Decay tor ™7~ [%] - 0.28+ 0.07

10.2.1 Pre-selection

The pre-selection started with a loose selectio®f(B°) candidates, consisting of two
identified muons and one (two oppositely) track(s) of charged particle(s) forming a good
vertex. In the selection step for tH#, the invariant mass:,; of the two kaon candidate
tracks should be between 0.980 GéVic m, < 1.080 GeV/€. The invariant mass of

the looseB candidate was required to be 4.4 GéVk mp < 6.2 GeV/E. For the

BY — J/v ¢ and B — (2S5) ¢ candidates, the invariant masses of the muon pair was
required to be within 250 MeV7oof the J /¢ andw(2S) masses [4], respectively.

The x?/d.o.f. of the two-muon vertex was required to be smaller than 16. The trans-
verse momentum of each of the muons was required to be greater than 2.0 GeV/c and
their pseudorapidity had to Be| < 2.0 to be well inside the fiducial volume of tracking
and muon detectors. The tracks that were matched to each muon leg had to have at least
one hit in the SMT and one hitin the CFT.

For events that passed these pre-selection cuts, the two-dimensional decay.lgngth
of the B candidate in the plane transverse to the beamline was calculated. The error on
this transverse decay length,, was required to be smaller than 1. The transverse
momentum of the:™ .~ pair had to be greater than 4 GeVi/c.

The selection of the decays™ — J/¢ K* andBY — J/v ¢ described here differs
slightly from the reconstruction described in the searches for the rare dBgaysy i~
andB? — ¢ uTu~ (Section 8.3 and 9.4). The selection criteria were modified in order to
adapt for the searched signdls — ¢(25) K* andB? — ¢(25) ¢ and are described in
the following.



10.3. Reconstruction of the Decays B* — J/v) K* and B* — (25) K* 105

10.3 Reconstruction of the DecaysB* — J/¢) K* and
BT — ¢(28) K=

To reconstruct the decays™ — (J/v,1(2S)) K* with (J/1,%(2S)) — ptu~, the two
muons were in addition required to have at least the medium quality criteria fulfilled. The
formed candidates were then constrained to the invariant mass df ther (25 [4],
respectively. The combined vertex fit of thgy and the additionak’* should not yield

a x? of more than 20 for 3 d.o.f. The; of the K* had to be larger than 0.9 GeV/c.
Moreover, a collinearity between the decay length vector ofBfeand the combined
momentum of/ /¢ and K+ of at least 0.9 in the transverse plane was required. To remove
prompt background, the decay length significaf¢g/d L., of the B* candidate had to

be larger than four. The results of a fit to the obtained invariant mass spectrum, using a
Gaussian and a second order polynomial, are summarised in Table 10.2 for Monte Carlo
and in Table 10.3 for the full data sample. The signal event yields foBthe- J/¢ K+

decay were obtained by leaving all fit parameters floating. Forthe— (25) K=

decay however, the values for the mean and the width of the Gaussian were fixed. The
mean was set to the fit result obtained for fhieé — J/¢» K* data events. The width was
obtained by scaling the width obtained for the Monte Carlo sample with a scale factor
obtained from the data/MC differenctor B+ — +(25) K* events. The mean for both
channels B* — J/¢ K%, B* — ¢(25) K*) are lower than expected but the widths are
consistent with expectations from Monte Carlo. The change in the yield that is expected
for the case that all values are floating and not fixed to the Monte Carlo expectation was
taken as a systematic uncertainty, as discussed in Section 10.7.2. In Figure 10.1, the
resulting invariant mass distribution for ti&® — J/¢ K+ is shown and in Figure 10.2

the corresponding distribution is shown B¢ — (25) K.

Table 10.2: Summary of fitting results 8t — (J/,(25)) K= final states for Monte
Carlo events.

Decay Mean [MeV/€] Width [ MeV/c?] eMc

BY = JJYK+ 5278.8+ 0.8 37.6£ 0.8  (1.14:0.02)x10 3

B (29)K+ 52783+ 1.0 20.0+0.6  (1.02-0.04)x10~3
LoBee sy kit = gL MO e K

TBE _yp(25) KE
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Table 10.3: Summary of fitting results &f* — (J/v,%(25)) K= final states for the
data.

Decay Mean [MeV/¢] Width [MeV/c?]  Yield
BE S J/WK* 5273.7+ 1.2 401+ 1.2  197@:62
BT — (28) KT  5273.7 (fixed) 30.9 (fixed) 15718
BT — ¢(28) K*  5269.9+ 3.2 27.1+ 2.9 149+18

> 600 "

gsoof—Bi%J/\V K" .

3 400§—NBi = 1970+ 62

2 300/

= -

«w 100>

= -

9  F

Invariant mass (U u K*) [GeV/c']

* ]
Figure 10.1: Invariant mass distribution for the — .J /1) K* decay for the data sample.

10.4 Reconstruction of the DecaysB! — J/¢¢ and
B — ¥(25) ¢

To reconstruct the decays! — (J/v,1(2S5)) ¢ with (J/v,%(2S)) — utu~), the two
muons were in addition required to have at least a hit in the first layer of the muon sys-
tem and to be matched to a central track. They were constrained to the invariant mass
of the J /¢ or ¢)(2S) [4]. The muon pair was then combined with another pair of tracks

of oppositely charged particles €andidate), each with; > 0.9 GeV/c, to aBY candi-

date vertex with a> < 36 for five d.o.f. Each of the Kaon candidates needed at least
one hit in the SMT and the candidate was required to have an invariant mass between
1.008 GeV/é and 1.032 GeVk To remove prompt background, the decay length sig-
nificanceL,,/d L., of the B? candidate had to be larger than four. The results of a fit to
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Figure 10.2: Invariant mass distribution for thi#® — ¢ (25) K* decay for the data
sample.

the invariant mass spectrum, using a Gaussian and a second order polynomial, are sum-
marised in Table 10.4 for Monte Carlo and in Table 10.5 for the full data sample. The
yields for the decay3® — .J/¢ ¢ were obtained by leaving all parameters floating. Simi-

lar as in the case dB* — ¢ (25) K+, the values for the mean and width of the Gaussian
were fixed for theB? — (25) ¢ decay. The mean was set to the value obtained for

BY — J/v ¢ and the width was obtained by scaling the width from Monte Carlo with a
factor obtained from the data/MC differerider the BY — J /1 ¢ decay.

In Figure 10.3, the resulting invariant mass distribution for #le— J/v ¢ is shown
and in Figure 10.4 the corresponding distribution is showrBpr— (2S5) ¢.

To further enhance the signal to background ratio, discriminating variables described
in Section 6.1 and the optimisation procedure described in Section 6.2 were used.

10.5 Optimisation Procedure

Before the optimisation of the discriminating variables, the mass region of interest was
restricted to 4.8 GeVfc< My,+,- < 6.0 GeV/¢, containing the signal region around
the world average value of thB? mass. Table 10.6 defines the mass regions that were
used for the sidebands and the signal region.

Data
7B0—J/v b

TB8 a5y 6 = ST O s » AN USINg the” P-even Monte Carlo events f@) — /4 ¢.

BY—J/¢ ¢

2
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Table 10.4: Summary of fitting results &% — (J/1,¢(25)) ¢ final states for Monte
Carlo events.

Decay MearfMeV/c?] Width [MeV/c?] eMC

BY — J/1 ¢ (CP-even) 5369.6- 1.3 266+ 1.2  (1.94:0.08)x10 *
BY — J/4 ¢ (CP-odd) 5370.2+ 1.3 28.0+12  (2.05:0.09)x10~*
BY — (25) ¢ (CP-even)  5370.1 0.8 225+ 0.7  (2.08:0.07)x10~*

Table 10.5: Summary of fitting results 82 — (J/v,1(25)) ¢ final states for the data.

Decay Mean [MeV/¢] Width [MeV/c?]  Yield

BY = J/Y¢ 5356.7+ 2.7 28.9+2.3 200:18
BY - ¢(28)¢ 5356.7 (fixed) 24.4 (fixed) 188

The signal region corresponds to a window-0f50 MeV/c? around theB? mass.
The expected mass resolution f& — (25)¢ from Monte Carlo simulation is
~ 25 MeV/&, the chosen mass window therefore coverstar window. During opti-
misation the signal region was hidden.

Table 10.6: The different four track invariant mass regions for signal and sidebands used
for background estimation.

Region min Mass (GeV#) max Mass (GeVA)
region of interest 4.80 6.00
hidden signal region during optimisation 5.22 5.52
sideband | 4.80 5.22
sideband Il 5.52 6.00

Two different methods were used for the optimisation of the three discriminating vari-
ables. The first of those methods is the standard cut-based Random Grid Search and the
second method employs a linear combination of the three variables to a so-called “linear
classifier”. The results of these two methods are described in the following.
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Figure 10.3: Invariant mass distribution for tB& — .J /1 ¢ decay after the pre-selection
for the data sample using a loose decay length significance cut of greater than four.

10.5.1 Random Grid Search

A Random Grid Search, as described in Section. 6.2, was used in order to find the optimal
set of cuts. As optimisation criterion, the varialftedefined as:

€y(25) ¢
p=_v9¢ (10.1)
% + V NBack

was used. Instead of the definition given in Section 6.2, the constaas set to a value

of five here. The constantis the number of standard deviations that corresponds to the
confidence level at which the signal hypothesis is tested. Therefore, the value of five cor-
responds to a maximised sensitivity to observe aignal. The reconstruction efficiency
from signal Monte Carlo after pre-selection is givenehys) 4, and N, is the expected
number of background events interpolated from the sidebands as defined in Table 10.6.
The resulting cut values that were obtained from maximigiare listed in Table 10.7

as well as a comparison of the signal efficiency with the Monte Carlo efficiency. As ex-
pected, they are very similar to ti#’ — ¢ ™ u~ analysis due to the same final states
and almost identical background. Table 10.7 and Table 10.8 compare the efficiencies for
Monte Carlo and signal yield for the discriminating cuts. The values show a reasonably
good agreement between data and Monte Carlo simulation.

The total signal efficiency for the decdf — v(2S5) ¢ for the three discriminating
variables relative to pre-selection was found tq @@+ 5)%. After a linear interpolation
of the sideband population into the final signal region, an expected number of background
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Figure 10.4: Invariant mass distribution for tBd — 1(25) ¢ decay for the data sample
using a loose decay length significance cut of greater than four.

Table 10.7: Comparison of the signal efficiency with the Monte Carlo efficiencifor-
¥(2S) ¢ events.

cut parameter cutvalue MC eff. (%) Data eff. (%)
Pointing angle (rad) <0.11 88.6+4.5 7H33
Decay length significance > 11.1 74.9+- 4.3 90+41
Isolation >0.74 90.9:5.6 8929

events of 0.8:0.4 was obtained for the whole data sample. Figure 10.5 shows the resulting
invariant mass distribution after all cuts. In the signal region, 11 events were found. The
Poisson probability that the expected background fluctuates to give the observed 11 events
or more is given by = 1.04 x 107°. The significanceS of this enhancement, quoted in
number of standard deviations, is 599 he significancé is defined as

S
1—p= / N(0,1)dx (10.2)

with N (0,1) denoting a standardised Gaussian probability function with expectation
value and variance equal to 0 and 1, respectively.

A fit to the obtained mass spectrum assuming a Gaussian signal over a linear back-
ground, yielded 8.63.3 signal events with 1481.3 background events. The probability
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Table 10.8: Comparison of the signal efficiency with the Monte Carlo simulation effi-
ciency forBY — J/v ¢ events.

cut parameter cutvalue MC eff. (%) Data eff. (%)
Pointing angle (rad) <0.11 89.5:5.8 83.0t8.8
Decay length significance > 11.1 80.8t5.7 75.9:8.9
Isolation > 0.74 90.2:6.8 87.3t11.4
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Figure 10.5: Invariant mass distribution for tB& — v (25) ¢ decay for the data sample
and the optimised discriminating cuts with the RGS.

for a background fluctuation is = 1.1 x 10~*. The significance S of the fitted sig-
nal peak can also be evaluated®s= /—21n (Ly/Lma:) = 3.89, with L, being the
Maximum-Likelihood of the best fit including both signal and background &nteing

the best fit if the signal yield is set to zero. For the log-likelihood fit the mean and width
of the Gaussian were fixed as described in Section 10.4.

10.5.2 A Multivariate Linear Classifier

A logistic regression model as described in Section 6.4 was employed in a multivariate
approach. As multivariate input, the three variables isolation, decay length significance
and pointing angle were used. Figure 10.6 shows the distribution of the resulting discrim-
inating variable¢ for signal Monte Carlo events and data. The optimal cut valu¢ on
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Figure 10.6: Output of the logistic regression for signal Monte Carlo and sideband data.

was again found using the variableas maximisation criterion and is indicated in Fig-

ure 10.6. The optimised linear classifier model yielded a background in daté 6f0.2

events after interpolation, while 10 candidate events were observed. A Gaussian fit as
shown in Figure 10.7 yielded 9£3.3 signal events and Gt#.8 background events. The
signal efficiencies and background rejection values are comparable to the ones obtained
with the RGS. For reasons of transparency, however, it was decided not to use the linear
classifier, but the RGS approach.

10.6 Relative Branching Ratio Measurements

10.6.1 Measurement oB(B? — 1(25) ¢)/B(B° — J/v ¢)

Since a significant excess of signal events was observed, a relative branching ratio was
determined using the decdf — (25) ¢. The ratio of the branching fractions’is

B(B) — ¥(25)¢) _ Npo—wes)e  Ciwe  B(J/Y — pp)

_ 10.3
B(BY = J/v¢) — Npoywe €pes)e B(2S)— ptu) (103)

where

® 4254 @nde; .y, 4 are the efficiencies of the signal and normalisation channels, ob-
tained from Monte Carlo simulations, and

3The same formula is valid to calculate the ratio for € decay, withy interchanged with *
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Figure 10.7: The invariant mass distribution for the full data sample using a linear dis-
criminant.

o B(J/Y — ptp~) = (5.88+£0.1)% andB(¢(2S) — ptp~) = (7.3 £0.8) x
1073 [4] are the measured branching fractions.

The efficiencies sy ande; .y, are the global signal efficiencies for the signal and
normalisation channel, respectively, including the pre-selection cuts and the acceptance.
In Table 10.9, the various Monte Carlo efficiencies are given that were needed to calculate
the ratio of the branching ratios. The quoted values refer to triggered Monte Carlo events
in the trigger simulator and the uncertainties are due to statistics only.

Table 10.9: Efficiencies for the two decay channels (both charngleven only) after
trigger and reconstruction with respect to the generaiquhirs.

€4(25) €1/v €1/6 6l€p(25) ¢
RGS CP-even) (12.5+0.6) x 107> (11.54+0.7) x 107°> (91.7+7.2)%

The invariant mass plot foB? — .J/¢ ¢ events, after applying the same cuts on the
discriminating variables as quoted in Table 10.8 for Bie— (2S5) ¢ events, is shown
in Figure 10.8. The observed number Bf — .J/v ¢ signal events obtained from a
gaussian fitid10 + 11 events, including statistical uncertainty only.

This gives for the RGS-optimization
B(B) — ¥(25) ¢)
B(BY — J/¢¢)

= 0.58 + 0.24. (stat)
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Figure 10.8: Invariant mass distribution for tf — .J/¢ ¢ decay for the data sample
and the optimized discriminating cuts with the RGS.

Using the signal event yields quoted in Table 10.5 (not optimised discriminating cuts) one
obtains:
B(B) — ¢(25) ¢)

B(BY — J/v¢)

= 0.48 + 0.30 (stat)

10.6.2 Measurement of3(B* — (25) K*)/B(B* — J/¢ K%)

The ratio of the branching ratios was calculated using Eq. 10.3 replacingipehe K =.
The signal event yields were taken from Table 10.3 and the efficencies were taken from
Table 10.2. Putting all these numbers together one obtains:

B(B* — ¢(25) K*)
B(B* — J/¢ K*)

= 0.60 & 0.07 (stat)

10.7 Systematic Uncertainties

Different types of systematics are involved in the determination of the relative branching
ratio:

e Systematics due to the branching rafio/ /¢ — ptp~) /B (2S) — ptp™) =
8.05 + 0.89. This uncertainty was calculated from the world average values [4]
assuming no correlations among the two single decays.
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e Systematics due to the determination of the signal yield.

e Systematics due to the determination of the efficiencigs) , ande /4. One ex-
pects that most effects cancel out in the ratio. This is due to the fact that both decay
modes have very similar topologies. However, for féedecays the polarization
could be different. The signal Monte Carlo was generated as apbreven state,
while for the normalization channel a pur&”-odd state was generated.

10.7.1 Measurement of3(B? — (25) ¢)IB(B? — J/v¢ ¢)

All relative uncertainties that enter the calculation of the relative branching ratio are listed
in Table 10.10. The dominating uncertainty arises from the determination of the branching
fraction B(v(2S) — p*p~). The relative statistical uncertainties ef)ss) s ande

Table 10.10: The relative uncertainties for the measurement of the relative branching ratio
B(B] — ¥(25) ¢/B(B] — J/v¥ ¢)

Source Relative Uncertaint$o]
B(J/¢ — pFu”) 1.7

B(¢(2S) — ptp) 11.0

Total (B) 111

€I/ ol €u2s) 6 72
CP-odd/even { /v ) 7.2

Total (sys) 10.2

are 4.5% and 5.6%, respectively. They were combined into a single efficiency uncertainty
assuming no correlations. The uncertainty related due to the polarization of the normal-
ization channelB? — J/v ¢ was determined from Monte Carlo. Two event samples,
one for each polarization state (even and odd), were generated and the efficiencies were
calculated. The difference of 7.2% was taken as systematic uncertainty.

The ratio of the relative branching ratios is then
B(B; — ¥(25) ¢)

BB S 10 d) — 0.58 & 0.24 (stat)+ 0.06 (sys)+ 0.07 (B).

Confidence Interval for Npo_.(29) 4

Using the number of observed events, the expected number of background events, and
their uncertainties, a confidence interval can be constructed. The method proposed by
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Conradet al.[91] was used, which employs the Feldman & Cousins (FC) ordering scheme
and allows the inclusion of systematic uncertainties (listed in Table 10.10) into the cal-
culation of the confidence belt by integrating over these uncertainties. For 11 observed
signal events and 0.8 expected background events, a confidence interpall, ®8.8]

was obtained at 95% CL. Using the result of the Gaussian fit with 9 signal events and 1.7
expected background events, the obtained confidence interjall j$5.3].

10.7.2 Measurement of3(B* — J/v K*)IB(B* — ¢(25) K¥)

The relative uncertainties for the calculation of the relative branching &tie™ —

¥(28) K*)/B(B* — J/¢ K*) are listed in Table 10.11. The relative statistical uncer-
tainties oNeyos) k= ande, , k+ are 3.7% and 1.9%, respectively, and were combined
assuming no correlations. As mentioned in Section 10.3, the fitted mean and width of the
signal Gaussian for thB(B* — (25) K*) candidates are smaller than expected, when
all fit parameters are floating. A systematic uncertainty due to this effect was assigned.
The difference in the obtained signal event yield for fixed and floating fit parameters is
5%, as shown in Table 10.3.

Table 10.11: The relative uncertainties for the measurement of the relative branching ratio
B(B* — 1(25) K*)/B(B* — J /¢ K¥)

Source Relative Uncertain{{/s]
B(J/ — pFu) 1.7
B((2S) — utu™) 11.0

Total (B) 111

€1/ K+ €p(28) K= 4.1

Signal yield 5

Total (sys) 4.1

Including all uncertainties the ratio of the branching ratios is then:

B(BjE — 1(25) Ki)

B(B* = Jj4 K*) = 0.60 £ 0.07 (stat)+ 0.04 (sys)=* 0.06 (B).

10.8 Conclusions

The observation of the decay chan®l — ¢(25) ¢ with a significance 06.99s based
on counting statistics has been presented. For the first time, also the ratio of the branching
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ratios

B(B — 1(25) ¢)
B(BY — J/¢ )

has been measured. In addition, a measurement of the relative branching ratio

R(B° — 1(25) ¢) = — 0.58 & 0.24 (stat)= 0.06 (sys)= 0.07 (B)

B(B* — (2S5) K*)

R(B* — ¢(25) K*) = B(B* = J/4 K*)

= 0.60-£0.07 (staty0.04 (sys)}=0.06 (B)

has been presented. A comparison between the values obtained in this analysis and
published values is given in Table 10.12, where the additional short notations
B(Bj — ¢(25) K°)

B(BY — J/¢YKO)

R(Bg — ¢(28) K*) =
and
B(Bj — ¥(28)K”)
B(BY — J/¢YK*)
are used. The result obtained f&(B* — J/¢ K*) shows a good agreement with
previous measurements and is of comparable statistical uncertainty.

R(B% — (2S)K*) =

Table 10.12: The measured relative branching ratios from this analysis and published
results. The first uncertainty for the published values is due to statistics and the second
due to systematics.

Decay This analysis Published result

R(Bg — ¢(28) K°) - 0.82 £ 0.13 + 0.12 (PDG 04,[4])
R(Bg — $(28) K*) - 0.61 %+ 0.19 £ 0.06 (PDG 04,[4])
(
(

=

BE - (28) KE)  0.60£0.07 £ 0.04 £ 0.06 0.64 & 0.06 == 0.06 (BaBar 02,[100])
R(B® — ¢(28)¢)  0.58 +0.24 4 0.06 & 0.07




Chapter 11

Outlook and Summary

The Tevatron is expected to deliver luminosity to the experiments until the end of the
year 2009. This should yield a total integrated luminosity of 4'fto 8 fo~!, depending

on the performance of the Tevatron accelerator and foreseen upgrades of the accelerator.
Presently, different scenarios about a possible extension of the Tevatron running period
are discussed.

11.1 Outlook for BY — ptp~

In Figure 11.1, the expected average upper limit for the dégay> p*p~ is shown as

a function of integrated luminosity for the D@ experiment. The horizontal band indicates
the Standard Model prediction with its uncertainty. To ensure a reasonably low expected
background even at high integrated luminosities, the expected limits for' &afim 2 flo?

have been re-optimised by re-sampling the background of the available data at300 pb
The other points have been scaled according to the luminosity. The shown band indicates
a +£10% variation of the number of normalisation events. The plot makes it clear that
even with twice the statistics expected at the end of 2009, the Standard Model prediction
for B — utu~ can not be reached. However, improved limits on this decay mode wiill
further reduce possible models beyond the Standard Model.

One way to improve the sensitivity is by combining results with the other Tevatron
experiment, CDF. This was done for this analysis and combined limits for both decay
modes,B? — ptu~ and BY — ptu [37], have been set. A Bayesian integration
method was used to calculate the combined limits [92]. The method takes into account
correlated and uncorrelated systematic uncertainties between the two experiments. The
combined results exclude branching ratiosB¥ — pTu~ > 1.5 x 107" and B —
uwrp~ > 4.0 x 1078 at a 95% CL. These are presently the most stringent limits on these
decays. A similar combination was done for the expected average limits of CDF and D@.

118



11.2. Outlook for B® — ¢t~ 119

T

ury

T TTTTHW

S

1071

SM prediction

TR T

ol b b b L L Lo Ly
14 16

expected limit BR(B — . ) x 107
'S

Run II integrated Luminosity [fb!]

Figure 11.1: Expected average upper limit at a 95% CL for the d&fay> ;" u~ as a
function of integrated luminosity.

In Figure 11.2, the combined expected average upper limit from the Tevatron experiments
is shown as a function of the integrated luminosity collected by each experiment. The two
additional lines represent the &nd % discovery potential if a signal is present.

11.2 Outlook for BY — ¢ ppu~

Figure 11.3 shows the expected average upper limit as a function of integrated luminos-
ity for the decayB? — ¢ pu™u~. The predicted Standard Model branching fraction is
indicated as a horizontal band [94] with a 20% uncertainty. The extrapolation was ob-
tained by scaling the number of background and normalisation events according to the
total integrated luminosity. A re-optimisation for each point was not performed since the
expected number of background events is still reasonably small even at higher integrated
luminosities. The limit band indicates4a10% variation of the number of normalisation
events. The Standard Model branching fraction should be observable with an integrated
luminosity of 4 fo!.

11.3 Summary

This thesis presented searches for fafelecays with the D@ detector gfs = 1.96 TeV,
using a data sample of 300 phintegrated luminosity collected between 2002 and 2004.
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Figure 11.2: Expected average upper limit from the Tevatron for the dBEay ™
as a function of integrated luminosity.

The rare decay®? — utp~ and B — ¢ putu~ are flavour-changing neutral current
decays and are forbidden in the Standard Model at tree level. However, they proceed
at a very low rate through higher order processes. Within the Standard Model the low
predicted rates place the observation of these modes outside the reach of this study, but
several extensions to the Standard Model predict a substantial enhancement of the branch-
ing fractions.

In the search for the decdy? ; — 1" .~, four candidate events were observed while
4.3+1.2 events were expected as background. In the absence of a signal, a limit on the
branching fractioB(BY — up~) was set. The resulting limit on the branching fraction
limit at a 95% (90%) CL, including all the statistical and systematic uncertainties, is given

by
B(B? — ptp™) <3.7 x 1077 (3.0 x 1077).

The result was combined with the CDF experiment to obtain the currently most stringent
limits on the decay modeB? — u*u~ and By — pu~ [37]. The obtained limits

can be used to constrain models of new physics beyond the Standard Model. The decay
BY — utu~ gives information not only on SUSY breaking mediation mechanisms but
also places a severe limit on the neutralino dark matter scattering cross section within a
large class of supergravity models in the latge 3 region.
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Figure 11.3: Expected average upper limit at a 95% CL for the d8ay> ¢ u"p~ as a
function of integrated luminosity.

In the search for the decay? — ¢ u*u~, no candidate event was observed in the
signal region, while the background interpolation from the sidebands predicte¢©.4.6
events. Finding no evidence for a signal, an upper limit on the branching fraction was set.
Including statistical and systematic uncertainties, and using the central value of the world
average branching ratio f&#? — J/v ¢, a limit of

B(BY — ¢utp~) <4.1(3.2) x107° (11.1)
at a 95% (90%) CL was found following a Frequentist approach. This improves the
currently best published limit from CDF [30] by one order of magnitude.

In addition to these searches for rare decays, also the decay Biode ) (25) ¢
was studied. An observation with a significancé ®@bs based on counting statistics was
obtained. For the first time, the relative branching ratio

B(BY — ¢(25) ¢)
B(B) — J/¢ )
was measured. In addition, a measurement of the relative branching
B(B* — (25) K¥)
B(B* — J/¢ K*)
has been presented. The obtained value foBtheneson decay agrees well with previous
measurements. The relative fraction®f — ¢(25) ¢ decays taB? — J/¢ ¢ decays is

consistent with the corresponding fraction for decays offfemeson measured b
factories.

= 0.58 + 0.24 (stat)+ 0.09 (sys)

= 0.60 + 0.07 (stat)£ 0.07 (sys)



Appendix A

Deriving the Master Formula

When observing the decay offameson to a specific final stafe the expected number
of observed events is given by

Now(f) = [ Ldt-o(B)- BB~ 1)« (A1)

where [ L dt is the total integrated luminosity of the collected data samp(&) the B
meson production cross sectid®,B3 — f) the branching fraction of the specific decay
ande the corresponding efficiency and acceptance. The inclésigeiark cross section
has been measured, the cross sectigrior a specificB meson however, depends on the
fragmentation into thaB meson type. In the search for the rare de&dy— "™, the
following cross sections are involved

opr = op-b— B
OB; = Obb- b— Bg (A.2)
op, = op-b— Bg

whereoy; is the totalbb production cross section, and— B*, b — Bf andb — B?
are the fragmentation fractions ofvar b quark producing &?, a B* or a BY meson,
respectively. Using Eg. A.1, the numbers of observed events are given by

Npo_ytp- = /Edt copo - B(BY — ptu”) - efj(zu,
_ BY
Npo_tu- = /Edt $ R0 “B(BY — utp) - €4 (A.3)

+

Nps_yprs = /Edt cope - B(BT — JJOKF) - B(J/Y — pt ) e, e

By performing a measurement relative to a decay with a similar final state, common
reconstruction efficiencies as well as the total luminosity will cancel, if the same dataset
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is used. The number of observed events in Blir— ;" p~ signal region, N, is the sum

of Npo_,i+,- andNBgﬂmr since the mass resolution is not good enough to separate the
two decay modes. When calculating the ratio with respect to the normalisation channel
B* — J/v K*, this yields

0 0
N om BB =) g, tomy BB i) o8,
Np+_, 1/ K+ o+ - B(B* — J/W K*)-B(J/¢Y — ptp~) - Effu_Ki . '

Defining R as the ratio of the branching ratiés = B(B} — p™u~)/B(B? — ptu™)
one can write this as

BY

N _om S BBy — itp) + (AB)
NBi—n]/wKi OB+ Eff,u*Ki l’),(Bi — J/’QD Ki) . B(J/@/J — ,LL+ILL7)
0
o Gt B(BY — ) -
opr € B(BE— J/[WKF) B(J/Y — ptuo)

and extracting common factors it can be written as

N B(Bg — ,u"‘,u_)
_ A6
N yone  B(BE = JJp K*) - B(JJ — pip-) (A.6)

1 BO opBo BO gpo
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Appendix B

Signal Monte Carlo Data Matching for
BY — J/¢ ¢ Events

A sample obtained using less restrictive cuts for the normalisation ch&inel J/ ¢

was employed to perform a comparison between data and Monte Carlo simulation. The
main differences with respect to the sampel used in the analysis are that no trigger was
required, the cut on bad runs was omitted and no cuts on the muon quality and the muon
transverse momentum were applied. This yielded a signal of 340 candidate events. The
distributions in the signal region were corrected for the background interpolated from the
sidebands. Monte Carlo and data distributions for the kinematic variables are shown in
Figure B.1 to B.3, and distributions for the discriminating variables are shown in Fig-
ure B.4 for theB? — J/+ ¢ candidate events. The Monte Carlo events were weighted

according to the; of the B. The weighting procedure was applied as described in Sec-
tion 8.4.
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Figure B.1: Data and Monte Carlo events comparison for the leading Muon (left) and
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Appendix C

Depletion Voltage Studies

The D@ Silicon Microstrip Tracker (SMT) was designed for use in Run Ila with an ex-
pected integrated luminosity of 2 fh. It was predicted that the SMT could withstand
about 4 fo'* before succumbing due to effects of radiation damage. Special runs to study
the depletion voltage have been taken for three different accumulated luminosities. A
method has been set up to fit the charge collection curve and extract the depletion voltage
of the sensors. It is expected that at the currently accumulated integrated luminosity the
effect of radiation damage should be visible, although type inversion has not yet taken
place.

The model of charge collection in irradiated sensors proposed in [101] was used to
determine the depletion voltage from measured charge collection curves. In the following
Sections, the model and the obtained results are described.

C.1 Radiation Damage

An estimate of the SMT lifetime based on calculations and measurements of radiation
damage can be found in [102]. The expectation is that the lifetime of the SMT will be
limited by micro-discharge breakdown of the junction in the double-sided silicon detec-
tors in the inner four barrels. Micro-discharges will begin to occur at bias voltages of
150 V and all channels will fail atz 200 V. In addition, for double-sided detectors, break-
down of the coupling capacitors will start soon after bias voltages exceed 100 V per side.
Figure C.1 shows the voltage required to deplete the sensors as a function of the fluence of
1 MeV eq. n/cd [103]. The line corresponds to the so-called Hamburg model [104] for
the innermost layer. The vertical lines indicate the accumulated luminosities where bias
voltage scans were performed. From this figure and the above limits for the bias voltage
one finds an operation limit e¢ 1.5x102 1 MeV eq. n/cm (corresponding te= 4 fb—!

or 2 MRad). Errors in estimating the micro-discharge formation and dose accumulation
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Figure C.1: Depletion voltage from the Hamburg Model predictions and from laser mea-
surements for various detectors.

lead to an uncertainty of about 80on this result. Different varieties and locations of
detectors are listed in Table C.1.

C.2 Method for Measuring the Depletion Voltage

The depletion voltage for one superlayer at a time was determined using recorded data
for tracks frompp collisions. Data were taken for three different integrated luminosities
(0.25fb !, 0.5 fb~! and 1 fbo'!) for all layers. The bias voltage for one layer was scanned
from 10% to 100% in steps of 1% while the rest of the detectors were kept at Z06f

the current operating bias voltage. Clusters associated to tracks that were identified by
the CFT and the other ladders were used to measure the cluster charge as a function of
the applied bias voltage. As long as the detectors are underdepleted, the charge collection
increases linear and saturates around the full depletion voltage. For these measurements
the SMT was fully read out (no sparsification was performed in the SVXII chips).
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Table C.1: SMT detector geometries and types: DS-double sided, SS-single sided, DSDM
double sided double metal. The central barrels are Barrel 2 to 5, the outer barrels are 1
and 6.

Module Type Layer Innerradius Outerradius Manufacturer
Central barrels DSDM 1 2.715 3.645 Micron
Central barrels DS 2 4.55 5.554 Micron
Central barrels DSDM 3 6.768 7.582 Micron
Central barrels DS 4 9.101 10.51 Micron
Outer barrels  SS 1 2.715 3.645 Micron
Outer barrels DS 2 4,55 5.554 Micron
Outer barrels DS 3 6.768 7.582 Micron
Outer barrels SS 4 9.101 10.51 Micron

C.3 The Model

After hadron irradiation, radiation-induced defects produced in the crystal lattice act as
trapping centres. A fraction of the charge generated in the active volume may be trapped
for longer than the integration time of the readout amplifier. Consequently, charge trap-
ping can cause a signal deficit. In the model used here, itis assumed that trapping depends
on the carrier velocity since slowly moving carriers will spend longer time in the vicinity

of the trapping centres. This means that above full depletion the signal size in irradiated
detectors continues to grow until the saturation velocity of the charge carriers is reached.
Beyond this point, trapping remains constant and the signal reaches a plateau.

As a consequence of trapping, only a fraction of the carriers produced at a:puwiitit
reach another point located:at That fraction will be proportional texp[— (1 —x¢) /Al
with \ being the signal attenuation length. A linear relationship betweand v, the
carrier velocity, is assumed:

AW) = Ao+ Ap - —. (C.1)

S

Where,v; is the saturation velocity. The collected signal for an applied bias voltaige

then: v
q(V) = g_(())/o e:ch(—/m ’ /\Céi/)>d:1:, (C.2)

where(), is the total charge deposited inside the detector volume.giglthe thickness
of the detector. The outer integral is performed over the position of the charge generation
inside the detector’'s depleted bulk)(whilst the inner integral is performed from that
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point to the readout plane of the sensor. The different parameters in Equation C.2 are:

(V) = { Zg “/V/Viep ::: “; ; ‘X;ZZ: (C.3)
) = Ao+ Ay - ) (C.4)
v(z) = p(x) - e(x) (C.5)
_ H
piw) = 1+ po -Oe(x)/vs (C.6)
e(z) = 2 .w‘gdep (w(V) —2) (C.7)

wheree(x) is the electric field in the silicon detector. The five free parameters of the
model are the total the charg€(), the depletion voltagelf,,), the saturation velocity

(v,), and\q and\; which describe the effect of charge trapping. Sinces expected to be

~ 100 pm/ns [105] its value was fixed whereas the remaining four parameters were fitted.
The value of the charge mobility parametgmwas calculated for the temperature at which

the measurements were performed using the values given in [105]. It should be noted that
in the absence of trapping (> wy) Eq. C.2 becomes jugtV') = @y - w(V) /wy. That is

to say, the signal amplitude is proportional to the thickness of the depleted region.

C.4 Results

In order to apply the model, one needs to know the actual voltage applied to the sensor. In
the case of the D@ detector, there are close to 1000 modules and their operation voltages
are not all the same. For this reason, approximately 20 modules that were operated at
the same operation voltage were selected for this study. In addition, only modules from
the central barrels where selected, which ensured that all modules had the same type of
sensor. As an example, the obtained signals for different applied operation voltages for
the data accumulated at tfbare shown in Fig. C.2. The plotted signal amplitudes were
corrected for the path length of the particle within the silicon. For each setting, a Landau
function convolved with a Gaussian was fit to the signal shape. The width of the Landau
function was fixed to its most probable value (MPV) according to Bichsel [106] for the
actual thickness of the silicon sensor. One exception was the data taken at only 10% of
the nominal operation voltage. The Landau fit failed and only a Gaussian function was fit
to extract the mean value of the signal.

The signal heights versus the applied bias voltages for the three different data sets are
shown in Fig. C.3. The curves were fitted with the described model and the four parame-
ters were extracted. The results of the fits are summarised in Table C.2. As expected, the
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Figure C.2: Signal distributions.
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extracted depletion voltagé;., decreases with increasing irradiation dose, or integrated
luminosity.

The results for the other fit parameters are not in agreement with the trend found in
[101]. It seems from the fit that the trapping does not increase with higher radiation dose.
Since no clear correlation betwegnand the radiation dose is seen. These results suggest
that the model, though providing a good fit to the data is not applicable in our case. It
should also be mentioned, that the radiation doses investigated in [101] were a factor 100
higher than those accumulated in the D@ silicon detector.

';' E R SR »_*_
s, 8F e TR g e e e
[ — - - ,‘T’__.‘/»—
o C ; e
o 7 i
- c ! /
* - '—'A—“l' ’_‘_‘
s
= f =
o ot
b ro—
S af 4=,
Z o
= 3; ®  Layer 1 P side 2003 (0.25fb™)
o ; Layer 1 P side 2004 (0.5fb™)
o A Layer 1 P side 2005 (1fb™)
16
0: 1 1 | 1 1 | 1 1 | 1 1 | 1 1 | 1
0 10 20 30 40 50

Bias Voltage [V]

Figure C.3: Charge collection as a function of the applied bias voltage.

Table C.2: Fit results

Luminosity Vg, [V] Qo [a.u.] Ao A1
0.25f ! 16.5 10.0 334 7107
0.5fb! 127 10.0 321 7429
1.0fb~t 12.2 10.1 459 7340
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