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Chapter 1
Introduction

This thesis presents work I performed within the D@ Collaboration to make the
measurement of the Branching Ratio of A baryon in the channel A — J/¢A° .
The b-hadron such as the A} are currently the subject of much research in both
the theorical and experimental particle physics communities. Measurements of
the production and decays of b-hadrons can improve the understanding of the
electroweak and strong interactions described by the Standard Model of particle
physics, as well as proving opportunities to search for physics beyond the Standard
Model.

The DO Collaboration is based at Fermilab in Batavia Illinois, USA. Fermilab
is home of the Tevatron, that was up to December 2009 the highest energy particle
accelerator in the world. Protons collided with anti-protons inside of the D@ and
CDF detectors, at a centre of mass energy of approximately 2 TeV. A vast range
of process may ocurr when the particle collide, in this environment a large number
of b-hadrons are produced, allowing the Tevatron to be an important instrument
in the study of their physics properties.

This thesis is organised as follows: The Second Chapter provides a brief .
An overview of the experimental environment, the FERMILAB collider and the
D@ detector are presented in Chapter 3. This is followed by an introduction
into event reconstruction and object identification in Chapter 4 and the f(b —
AD) x B(AY — J/1A%) calculation in Chapter 5. The optimisation of the analyses
is presented in Chapter 6. The results and consistency estudies are presented in

the Chapeters 7 and 8. In the Chapter 10 is presented an estimate value of



B(A) — J/1A®) In Chapter 11 the search for the rare Baryonic Flavor-Changing
Neutral Current Decay AY — putp~ A% is presented. This thesis is concluded with

an outlook and a summary.



Chapter 2
Overview

The first observation of the AY was reported more than a decade ago from the
UA1 Collaboration at CERN [1], where 16 4+ 5 events were reconstructed in
the exclusive decay model AY — J/¢)A° and a branching fraction of B(AY —
J/YA%) = (1.84+1.1) x 1072 was determined. Later, the CDF experiment put an
upper limit of B(A) — J/1A%) < 0.5x 1072 at the 90% confidence level, using 2.6
pb~! of data collected during 1988-1989 [2]. The most recent study was reported
by the CDF experiment in 1997 [3], using 110 pb~! of pp collision data taken at
Vs = 1.8 TeV, and measuring f(b — Ay) - B(A) — J/PA%) = (4.7 4+ 2.3) x 107°.

2.1 b-hadron production fractions

Quantities such as b-hadron production fractions, b-hadron lifetimes, and neutral
B-meson oscillation frequencies have been studied in the nineties at LEP and
SLC (e*e colliders at /s = my) as well as at the first version of the Tevatron
(pp collider at /s =1.8 TeV). Since then precise measurements of the B® and
B lifetimes, as well as of the B° oscillation frequency, have also been performed
at the asymmetric B factories, KEKB and PEPII (e*e colliders aty/s = m.s))
while measurements related to the other b-hadrons, in particular B, , B. and AY |
are being performed at the upgraded Tevatron (1/s = 1.96 TeV). In most cases,
these basic quantities, although interesting by themselves, became necessary in-

gredients for the more complicated and refined analyses at the asymmetric B
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Figure 2.1: Different measurements of B(A) — J/1A)

factories and at the Tevatron, in particular the time-dependent C'P asymmetry
measurements. It is therefore important that the best experimental values of

these quantities continue to be kept up-to-date and improved.

2.1.1 b-hadron production fractions at high energy

At high energy, all species of weakly-decaying b hadrons can be produced, either
directly or in strong and electromagnetic decays of excited b-hadrons. It is often
assumed that the fractions of these different species are the same in unbiased
samples of high-py b-jets originating from Z° decays or from pp collisions at the
Tevatron. This hypothesis is plausible considering that, in both cases, the last
step of the jet hadronization is a non-perturbative QCD process occurring at the
scale of Agcp . On the other hand, there is no strong argument to claim that
these fractions should be strictly equal, so this assumption should be checked
experimentally. Although the available data is not sufficient at this time to per-
form a significant check, it is expected that more data from Tevatron Run II
may improve this situation and allow one to confirm or disprove this assumption
with reasonable confidence. Meanwhile, the attitude adopted here is that these

fractions are assumed to be equal at all high-energy colliders until demonstrated



otherwise by experiment !.

However, as explained below, the measurements performed at LEP and at the
Tevatron show discrepancies. Therefore we present three sets of averages: one
set including only measurements performed at LEP, a second set including only
measurements performed at the Tevatron, and a third set including measurements
performed at both LEP and Tevatron.

Contrary to what happens in the charm sector where the fractions of D¥
and D are different, the relative amount of B™ and B is not affected by the
electromagnetic decays of excited B**and B%* states and strong decays of excited
Bt**and B%* states. Decays of the type By — B K also contribute to the B*
and BY rates, but with the same magnitude if mass effects can be neglected. We
therefore assume equal production of B* and B°. We also neglect the production
of weakly-decaying states made of several heavy quarks (like B;” and other heavy
baryons) which is known to be very small. Hence, for the purpose of determining

the b-hadron fractions, we use the constraints

fu: fd
fu+fd+fs+fbaryon: 1, (21)

where f, , fa, fs and fuaryon are the unbiased fractions of BT | B° | B, and
b-baryons, respectively.

The LEP experiments have measured f, x B(BY — DTy, X) [4], f(b —
Ap) x B(Ay = Al pX) [2?7],and f(b—Z,) x B(E, - E1"1nX) [7,8]?

from partially reconstructed final states including a lepton, fparyon from pro-
tons identified in b events [10], and the production rate of charged b-hadrons
[11]. The various b-hadron fractions have also been measured at CDF using
lepton-charm final states [12, 13, 14] 3

and double semileptonic decays with Kpup~ and putp~ final states [15].

L Tt is likely that the b-hadron fractions in low-pr jets at a hadronic machine be different;
in particular, beam-remanent effects may enhance the b-baryon production

2The DELPHI result of [8]is considered to supersede an older one [9]

3CDF updated their measurement of foaryon/ fa [12] to account for a measured pr depen-
dence between exclusively reconstructed AY and BY [14]



Recent measurements of heavy flavor baryon production at the Tevatron are

included in the determination of fyaryon [42, 17, 18] using the constraint

f(b_)bbaryon): f(b_>Ab)+f(b_)Eg)+f(b_>E;)+f(b_>Ql;)

= f(b—= Ay) X <1 + 2i—§ + ;—E) (2.2)

where isospin invariance is assumed in the production of =) and =, . Other
b-baryons are expected to decay strongly or electromagnetically to those baryons
listed. For the production measurements, both CDF and D@ reconstruct their
b-baryons exclusively to final states which include a J/W¥ and a hyperon ( A, —
J/YA =y — J/Y=" and Q, — J/¥Q 7). We assume that the partial decay width
of a b baryon to a J/W¥ and the corresponding hyperon is equal to the partial
width of any other b-baryon to a J/¥ and the corresponding hyperon.

All these published results have been combined following the procedure and

assumptions described in [19], to yield

fu=  fd=0.405+0.012
fs= 0.100+0.017
Foaryon = 0.089 £ 0.022 (2.3)

under the constraints of Eq. 2.1. Following the PDG prescription, we have
scaled the combined uncertainties on these fractions by 1.4 to account for slight

discrepancies in the input data. Repeating the combinations, we obtain

fu=  fd=0.407 % 0.009
fs= 0.087+0.014
foargon = 0.099 £ 0.016 (2.4)

when using the LEP data only, and



fu= fd=0.322%0.032
fs=0.094£0.016
Joaryon = 0.262 £ 0.073 (2.5)

when using the Tevatron data only. When the Tevatron and LEP data are
separated, we find no need to scale the uncertainties of either combination. For
these combinations other external inputs are used, e.g. the branching ratios of
B mesons to final states with a D, D* or D** in semileptonic decays, which are
needed to evaluate the fraction of semileptonic By decays with a D in the final

state.

Table 2.1:  Fractions of the different b-hadron species in an unbiased sample of
weakly-decaying b hadrons, obtained from both direct and mixing measurements.
The last column includes measurements performed at both LEP and Tevatron

Quantity in Z decays at Tevatron Combined
B* or BY fraction fu = fa 0.403 4+ 0.009 0.339 £ 0.031 0.404 + 0.012
BY fraction fs 0.103 & 0.009 0.111 £ 0.014 0.109 + 0.012
b-baryon fraction faryon 0.090 £ 0.015 0.211 £ 0.069 0.083 £ 0.020
Correlation between fsand f, = f4 0.523 +0.426 0.475
Correlation between  fyoryon and f, = fa -0.870 0.984 0.854
Correlation between Joaryon and fy +0.035 0.582 0.053

2.2 Results for b-baryons at D() experiment

The D@ detector at the Fermilab have each accumulated more that 10 fb=! of
integrated luminosity. The corresponding large datasets enable the to perform
studies of heavy flavor hadron properties. Here is presented the some D@ mea-

surements, focusing on lifetime and b-baryon spectroscopy.



2.2.1 Lifetime

Precise lifetimes are key in extracting the weak parameters that are important
for understanding the role of the CKM matrix in C'P violation, such as the

determination of V,;, and BY BY mixing measurements.

e Measurement of the AY Lifetime in the Decay A) — J/¥A° [20, 21]

e Measurement of the A) Lifetime Using Semileptonic Decays [20]

A, Lifetime Measurements

‘iml\l\mfu\l\I:M‘ml\l\“"in\I\IS“mI\I\s‘im\I["HnrI
ALEPH Ag 1+ A%l —e—i 1.21+0.11
OPALA, | ——— 1.20 024+ 0.06
DELPHIA | —— 1117545 £ 0.05
CDF Runl A, | —e—t—u 1.32£0.15 £ 0.07
DO Runll Ac | ) 1.290 32120 w287
DO Runll J/y A —a 1.218 %P +0.042
CDF Runll Jy A —m—  1.5937,7+0.033
CDF Runll A, m (PRELIMINARY) o 1.410 £0.046 +0.029
0.049
PDG 2008 1.383 ok
L ‘ 1 1 1 L I 1 1 L i | 1 L 1 1 I L 1
0.5 1.0 1.5 2.0

A lifetime [ps]

Figure 2.2: A} lifetime result compared with PDG 2008 and other measurements
contributing to it (right).

2.2.2  b-baryon spectroscopy

D@ have had major contribution to b-baryon spectroscopy, with the =, (dsb) €2
(ssb) baryons.

e Observation of the Doubly Strange b-baryon €2, [24]

e Direct Observation of the Strange b-baryon =, [23]
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Figure 2.3: Mass distributions for =, and €2, , and its schematic decay topology

2.3 Rare decay A) — ppu A

Rare decays of hadrons containing bottom quarks through the process b — spupu,
occur in the standard model (SM) with O(10° ) branching ratios [25, 26]. The b
and s quarks carry the same charge but different flavor, so this process is a flavor-
changing neutral-current (FCNC) decay. FCNC decays are suppressed at tree
level in the SM, and must occur through higher order, and more suppressed, loop
diagrams. Their suppressed nature and clean experimental signature, along with
reliable theoretical predictions for their rates [25, 27, 28], make them excellent
search channels for new physics. With multi-body final states, these modes offer
sensitivity to new physics in a number of kinematic distributions in addition to
the total branching ratio.

In addition, the study of the baryonic b — supu decays is very important,



since the baryonic FCNC decays are sensitive to the helicity structure of effective
Hamiltonian, which is lost in the hadronization of the mesonic decays [29]. Al-
though the theoretical calculations of the exclusive baryonic b — suu decays have
large uncertainties compared to the mesonic decays due to additional degrees of
freedom in the baryon bound states, the measurements of the total and the differ-
ential branching ratios can help the improvement of the theoretical treatments.
One can also compare the measurements of the mesonic b — suu decays with
the baryonic decays, which follow the common quark transition. Measurements
of both mesonic and baryonic FCNC decays therefore provide additional tests of
the SM and its extensions. However, no b baryon FCNC decay has been observed
and there are few experimental constraints on their decay rates.

The A — ptu~AY decay is considered promising in this respect [29, 30, 31,
32] and experimentally accessible since the branching ratio is predicted as(4.0 £
1.2) x 10% [31].

CDF Collaboration [33] report the first observation of the baryonic flavor-
changing neutral current decay AY — ptp~A° with 24 signal events and a sta-
tistical significance of 5.8 Gaussian standard deviations. This measurement uses
a pp collisions data sample corresponding to 6.8 fb~! at /s = 1.96 TeV. The
measurement that was reported for the branching ratio is B(A) — pTu~A%) =
1.73 +0.69 x 10°¢

10



Chapter 3

Experimental Environment

3.1 Tevatron and D® Detector

The data analyzed in this thesis were produced via the interaction of two primary
experimental instruments: the Fermilab Tevatron and the DO detector. The
data were recorded during Run Ila and RunlIb of the Tevatron in the years
2004-2009. This experimental procedure consists of the Tevatron preparing high-
energy beams of protons and anti-protons which are brought into collision. These
collisions occur at the center of two particle detectors: the collider detector at
Fermilab (CDF) and the DO detector. These detectors measure the final states
of the particles that are produced in the interactions initiated in the colliding

beams.

3.1.1 The Tevatron Accelerator Complex

The Fermilab accelerator complex can be sub-divided into two main components,
proton and antiproton production, including the storage of antiprotons inside the
Recycler, and acceleration and injection of protons and antiprotons into the Teva-
tron itself. Once all the protons and antiprotons are injected into the Tevatron,
the bunches are then accelerated to 980 GeV, and after cleaning of the bunches
to remove the proton and antiproton halos, are then made to collide at two in-
teraction points. It is at these interaction points that the two experiments lie,
the Collider Detector at Fermilab (CDF) and D@. The layout of the Fermilab

11
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Figure 3.2: The Fermilab accelerator complex
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3.1.1.1 Proton and antiproton production

The accelerator chain begins with proton production. Negative hydrogen ions are
accelerated to 750 keV by a Cockcroft-Walton accelerator and are then further
accelerated to 400 MeV within the Linac. From there the H ions are stripped
of their electrons and the remaining protons are injected into the Booster where
they are accelerated to 8 GeV and passed onto the Main Injector. The Booster
is a synchrotron with a 75 m radius and is also used to provide 8 GeV protons
for the MiniBooNE and SciBooNE neutrino experiments. The Main Injector is a
3 km synchrotron which accelerates the 8 GeV to either 120 GeV for antiproton
production, the NuMI neutrino experiment and other fixed target experiments, or
to 150 GeV ready for injection into the Tevatron. Antiproton production begins
with the 120 GeV proton beam from the Main Injector. This is fired onto a Nickel
alloy target from which a secondary spray of particles is formed. A Lithium lens
is used to focus the spray and it is passed through a bending magnet in order to
select 8 GeV antiprotons. These are collected first in the Debuncher, which cools
the antiprotons and, once cooled enough, passed onto the Accumulator, which
further cools the antiprotons and temporarily stores them ready for transfer to
the Recycler. The Recycler is a fixed energy storage ring located in the Main
Injector tunnel, designed for holding large numbers of 8 GeV antiprotons for a

long period of time whilst further cooling the antiprotons.

3.2 The DO Detector

The DO detector [34] is one of the two detectors at the Tevatron accelerator at
Fermilab. The detector performed extraordinarily well in Run I (19921996), as
demonstrated by the discovery of the top quark [35] and many other published
physics results. During Run I, the Tevatron operated using six bunches each
of protons and anti-protons with 3500 ns between bunch crossings. In Run II,
started in 2001, it is operated with 36 bunches of protons and 36 bunches of anti-
protons with a bunch spacing of 396 ns. The instantaneous luminosity exceeds

4 x 10% ecm~2 s7! | and around 11 fb~! of data was delivered in Run II. The

center-of- mass energy was 1.96 TeV in Run II compared to 1.8 TeV in Run I.

13
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Figure 3.3: Cumulative integrated luminosity recorded by DO during Run Ila.
The difference between delivered and recorded luminosity arises from data acqui-
sition inefficiencies, including hardware and software effects.

Figure 3.4 shows a cross-sectional view of the Run II DO detector.

The detector consists of three major subsystems: central tracking detectors,
uranium/liquid-argon calorimeters, and a muon spectrometer.

In the detector description and data analysis, we use a right- handed co-
ordinate system in which the z-axis is along the proton direction and the y-
axis is upward (Figure 3.4). The angles ¢ and # are the azimuthal and po-
lar angles, respectively. The r coordinate denotes the perpendicular distance
from the z axis. The pseudorapidity, n = —In(tan(f/2)), approximates the
true rapidity,y = 1/2in[(E + p.c)/(E — p.c)], for finite angles in the limit that
(mc®/E) — 0. We use the term forward to describe the regions at large |n)|.

14
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Figure 3.4: Diagram of the DO detector, as installed in the collision hall and
viewed from inside the Tevatron ring.

3.2.1 The Central Tracking Detector

Excellent tracking in the central region is necessary for studies of top quark,
electroweak, and b-physics and to search for new phenomena, including the Higgs
boson.

The central tracking system consists of the silicon microstrip tracker (SMT)
and the central fiber tracker (CFT) surrounded by a solenoidal magnet. It sur-
rounds the D@ beryllium beam pipe. The two tracking detectors locate the
primary interaction vertex with a resolution of about 35 mm along the beamline.
They can tag b-quark jets with an impact parameter resolution of better than 15
mm in 7 — ¢ for particles with transverse momentum pr > 10 GeV/c at |n| = 0.
The high resolution of the vertex position allows good measurement of lepton pr,
jet transverse energy (FEr), and missing transverse energy (£ ). Calibration of
the electromagnetic (EM) calorimeter using E=p for electrons is now possible.
Both the SMT and CF'T provide tracking information to the trigger. The SMT

provides signals to the Level 2 and 3 trigger systems and is used to trigger on

15



displaced vertices from b-quark decay. The CFT provides a fast and continuous
readout of discriminator signals to the Level 1 trigger system. A schematic view

of the central tracking system is shown in Figure 3.5.

Intercryostat
Detector

Central Fiber Tracker

Central Calorimeter /
Forward
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2 i | Detector
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Central Preshower
Detector

Figure 3.5: Cross-sectional view of the central tracking system in the z — z plane.
Also shown are the locations of the solenoid, the preshower detectors, luminosity
monitor, and the calorimeters.

3.2.1.1 Silicon Microstrip Tracker

The innermost tracking system at D@ is the SMT, which is the closest detector
component to the beryllium beam pipe3 of the Tevatron. The SMT provides high-
resolution measurements of the paths of charged particles leaving the interaction

region. The large z distribution of the pp interaction region (o, ~ 26¢m) provides

16



a challenge for designing a detector in which tracks are predominantly perpendic-
ular to detector surfaces. This challenge motivates a detector geometry consisting
of six barrels and sixteen disks of silicon wafers, creating a tracking coverage out

to |n| = 3.0. A schematic of the SMT geometry is shown in Figure 3.6.

\/\5 b
F-DISKS 1 \O 15)
p-side: +15° ? D 6
n-side: -15°

I

Figure 3.6: Schematic view of the SMT detector, illustrating the geometry of
the barrel, F-disks, and H-disks.

The six barrel segments are 12 cm long and made up of four concentric layers
of silicon wafers, allowing for r¢ measurements of central tracks. Each layer of
silicon is slightly overlapped to ensure full ¢ coverage. The six barrels provide
coverage of the |n| < 1.1 region. Along the axis of the barrels are twelve 8 mm-
thick disks, referred to as F-disks. The disks are made of twelve overlapping,
double-sided silicon wedges, creating an annulus with central radius 2.6 cm and
outer radius 10.5 cm. Two larger disks, referred to as H-disks, are placed on either
end of the detector. These H-disks are made of 16 overlapping, single-sided silicon

wedges, each forming an annulus with inner radius 9.5 cm and outer radius 26
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cm. The F- and H-disks together provide rz and r¢ tracking coverage out to
In| = 3.0. The SMT barrels and disk wedges are made of 300 pm-thick silicon
wafers consisting of a n-type/p-type silicon interface (p-n junction). Interspersed
on both sides of the silicon are thin conducting readout strips with a pitch varying
from 50 pum to 153.5 um. As charged particles pass through the silicon wafer,
ionization produces electron-hole pairs. An applied bias voltage pulls these pairs
(in opposite directions) to the readout strips, and the collected charge is stored

in a capacitor array until the information is ready to be processed.

3.2.1.2 Central Fiber Tracker

The Central Fiber Tracker (CFT) lies immediately outside the SMT and provides
tracking coverage up to |n| = 2.0 measurements of the SMT and CFT allow for
improved tracking quality not achievable by either detector alone. The CFT
consists of eight carbon fiber cylinders holding layers of scintillating fibers. Each
cylinder supports a doublet layer of fibers oriented parallel to the beam line (axial
fibers). The odd numbered cylinders (counting from the inside to outside) hold
an additional doublet offset at alternating angles of£3° (stereo fibers). The axial
fibers provide ¢ measurements at a fixed radius and, when combined with the
stereo fibers, can provide a measurement of z. Each fiber consists of a 775 pym
polystyrene core that is doped with fluorescing molecules with peak emission
at 535 nm. Surrounding the core are two 15 pm layers of cladding (acrylic and
fluro-acrylic), increasing the light-collection efficiency. In total, the CFT contains
71,680 fibers. A quarter view schematic of the CF'T is shown in Figure 3.4.

As charged particles pass through the fibers, scintillation light travels their
length in both directions. The fibers, which range in length from 166 cm for
the innermost cylinder to 257 e¢m for the outermost cylinders, have an aluminum
mirror coating at one end to reflect photons back into the fiber. The other end is
joined to clear fibers which guide the scintillation photons to a solid-state silicon
device called a Visible Light Photon Counter (VLPC). Photons incident upon the
surface of the VLPC are converted to electron-hole pairs, which are subsequently
collected via a 6 V bias voltage. The VLPCs are grouped together in cassettes of

1024 VLPCs which are kept in liquid helium dewars to reduce electronic noise,
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providing single-photon resolution.

3.2.1.3 Solenoid

A new addition to the DO detector for Run II was a 2-T solenoid magnet that
was added to allow for the determination of momentum of charged particles. The
size of the magnet was restricted by the space in the central calorimeter void
which is 2.73 m long with a 1.42 m diameter. It has two layers of 0.848 mm
superconducting coil and operates at a temperature of 4.7 K and a current of
4749 A. The 2 T magnetic field has been measured to be uniform within 0.5%.

3.2.2 The Calorimeter

The DO calorimeter lies outside the solenoid and measures the energies of electro-
magnetic particles (electrons, photons) and hadrons. This measurement is made
by inducing interactions with incident particles via the material of the calorime-
ter, creating showers of secondary particles which lose energy through ionization
in the calorimeters active medium. A measurement of a particle-s total energy
is made when the showering process is fully contained. The calorimeter is a
compensating, sampling calorimeter in which liquid argon is used as the active
medium and depleted uranium (as well as copper and steel) is used as an absorber
material. As it completely surrounds the inner detectors, the calorimeter has a
modular design to provide access to the inner regions. This design consists of
three cryostats, which are vessels containing the calorimeter and the cryogenics
required to maintain the liquid argon at a constant temperature, and is shown in
Figure 3.7 and Figure 3.8.

The calorimeter is comprised of three distinct modules: the Central Calorime-
ter (CC) covering the region |n| < 1.2 and two End Calorimeters (EC North and
EC South) that extend coverage to |n| ~ 0.4. The calorimeter modules themselves
are further segmented into three sections. In order of increasing radius, these are
the electromagnetic (EM), fine hadronic (FH), and coarse hadronic (CH) sections.
The EM sections consist of four layers of depleted uranium absorber plates, each
3-4 mm thick. The FH section contain three (CC) or four (EC) layers of 6 mm-

thick uranium- niobium (2%) alloy absorber plates. The outer CH section has
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Figure 3.7: Cutaway view of the calorimeter system of the D detector.
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Figure 3.8: Schematic view of a portion of the D@ calorimeters showing the
transverse and longitudinal segmentation pattern. The shading pattern indicates
groups of cells ganged together for signal readout. The rays indicate pseudora-
pidity intervals from the center of the detector.
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one 46.5 mm-thick absorber plate made of copper (CC) or steel (EC).

Each calorimeter layer is segmented into a set of readout cells. These cells are
Anx A¢ = 0.1 x0.1 in size, except in the third EM layer where the segmentation
doubles. These readout cells are grouped radially to form a An x A¢ = 0.2 x 0.2
readout geometry referred to as a tower. The readout cells consist of a group of
adjacent unit cells immersed in the liquid argon of the calorimter. Each unit cell
is a copper pad insulated with G10 plastic covered in a resistive epoxy coating.
The resistive coating is held at a high voltage ( ~ 2.5 kV). The showering particles
in the calorimeter ionize the liquid argon and the liberated electrons are drawn
to the resistive coat. Via capacitive coupling, an image charge is induced on the
copper pad. Readout electronics sample the charge on the pad, converting it to

an analog signal proportional to the ionization energy recorded.

3.2.3 Intercryostat and Massless Gap Detectors

As evident in Figure 3.8, there is an uninstrumented region between the CC and
EC covering the region 1.1 ~ |n| ~ 1.4 . The material in this region (cryostat
walls, support structures, cabling...) can participate in shower evolution, and
thus can impact jet measurements. To augment the shower sampling in this
region, scintillator detectors have been mounted on the EC cryostat walls facing
the gap. Fach intercryostat detector (ICD) consists of 384 scintillator tiles of
the same size as the calorimeter cells,An x A¢ = 0.1 x 0.1. Separate single-cell
structures, called massless gaps, are installed in the gap region to make further

measurements of shower formation.

3.2.4 The Muon System

Electrons are stopped by the calorimeter, but the 200 times more massive muons
pass through leaving only a fraction of their energy behind. Muons with energies
between a few hundred MeV and a few hundred GeV are minimum ionizing
particles, losing energy at a rate of around 0.25 GeV per nuclear interaction length
traversed. Other than neutrinos, which are not detected at all, muons are the

only SM particles that live long enough to travel through the detector, but are not
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stopped by the calorimeter. Therefore, the muon system is the outermost section

of the DO detector designed to detect the muons as they exit the calorimeter.
The muon system has a rectangular geometry, like a cube, with three layers

of detectors as shown in Figure 3.10 and Figure 3.10. The muon system consists

of three primary components

e Wide Angle Muon Spectrometer (WAMUS) covering |n| <1
e Forward Angle Muon Spectrometer (FAMUS) covering 1 < |n| < 2

e A 1.8 Tesla iron toriodal magnet

. =
Proportional @ g

\.

Figure 3.9: View of the muon wire chambers.

The WAMUS consists of two types of detector components: proportional drift
tubes (PDTs) and scintillator tiles. These components are arranged in three lay-
ers, referred to as A-,B-, and C-layers. The A-layer is located inside the toroid
and the B- and C-layers are outside the toroid. The FAMUS has a similar struc-
ture using mini drift tubes (MDTs) and scintillator pixels. The geometry of the
muon system can be seen in Figure 3.10 and Figure 3.10. The muon drift tubes
are filled with a gas mixture (80% argon, 10% CH4 , 10% CF4 ) which is easily
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Figure 3.10: View of the muon scintillation detectors.

ionized by the passage of charged particles. Each tube contains a gold anode
wire held at high voltage (relative to cathode pads on the top and bottom of
the tube). The ionization is collected at the wire and converted to a signal via
readout electronics, allowing for good position measurements but poor timing
measurements (~ 500 ns resolution). The scintillators provide additional spatial
information and ~ 10 ns resolution time measurements, allowing for cosmic ray
rejection. The iron toroid serves two purposes. First, it acts as an extra layer of
dense shielding, effectively containing any hadronic showers which are not con-
tained in the calorimeter. And second, its magnetic field provides a measurement
of the muons momentum by comparing the position of hits in the inner layer
to the outer layers. Whenever possible, the high-resolution tracks of the inner

tracking detectors are used for making muon momentum measurements.

3.2.5 Luminosity Monitor

The Luminosity Monitor (LM) is the subdetector responsible for measuring the

instantaneous luminosity being delivered to the DO experiment. As the instanta-

23



neous luminosity drops steadily during beam collisions, an accurate measurement
of the instantaneous luminosity allows for optimization of data taking rates and
a reliable normalization measurement for specific event rates. The LM is con-
structed of two hodoscopes of plastic scintillation pixels mounted on the front
faces of the EC calorimeters, as shown in Figure 3.11 and Figure 3.12. The LM
spans the region 2.7 < |n| < 4.4 and measures the inclusive rate of inelastic pp

scattering by detecting charged particles from the interaction region.

Proton Direction

n=27
LM
Endcap Silicon Tracker
Calorimeter \ \ n=4.4
[r ,} ,7 ________________ { "I-B-eam Pipe
-140 cm 140 cm

Figure 3.11: Schematic drawing showing the location of the LM detectors.

Figure 3.12: Schematic drawing showing the geometry of the LM counters and
the locations of the PMTs (solid dots).
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3.3 Triggering and Data Acquisition (DAQ)

With a Tevatron beam-crossing time of 396 ns, there are roughly 2.5 million
possible events every second. Most of these events are due to low-pT , non-
diffractive ppscattering. These type of events have been studied extensively in
the past and are not considered a physics priority at D@ . The task remains to
identify the interesting events and record them. Identification of these events is
performed using a technique known as triggering, which proceeds by matching
event properties to a predefined set of patterns which are characteristic of the
physics processes of interest. However, physical constraints limit the rate at which
events can be triggered and recorded. First, the frequency at which the detector
can be read out sets an upper limit on the event examination rate at about 10
kHz. Second, the maximum event processing and storage rate sets an upper limit
on the rate of events which are ultimately recorded at about 100 Hz. The D
detector utilizes a trigger structure comprised of three distinct stages, intuitively
referred to as Level 1 (L1), Level 2 (L2), and Level 3 (L3) triggers. Each trigger
level is increasingly more refined than the previous, creating a filtering system
which maximizes the efficiency for identifying interesting physics events while
satisfying the event rate constraint. The structure of this data acquisition path
is shown in Figure 3.13. The Level 1 trigger, shown in Figure 3.14, consists
of algorithms implemented in the firmware of Field Programmable Gate Arrays
(FPGAs).

Condensed information from the calorimeter, preshower, CFT, and muon de-
tectors is processed in parallel to make a preliminary triggering decision about
each event. The latency for the L1 trigger is approximately 4.2 s, allowing for a
small deadtime compared to the maximum readout rate of the detector of ~ 10
kHz. The output of L1 is used to limit the rate for accepted events to ~ 1.5 kHz.
If the Level 1 trigger issues an accept, the Level 2 trigger queues the event for
processing. The L2 trigger combines a hardware trigger scheme (as in L1) with a
software trigger scheme. Different pieces of information from the subdetectors are
correlated to construct basic physics objects (electrons, muons, tracks, jets) and
this information is combined to make a global L2 trigger decision, further reduc-

ing the event rate to ~ 800 Hz. When the L2 trigger system issues an accept, the
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Figure 3.13: The DO trigger layout and typical trigger rates.
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Figure 3.14: The Level 1 and Level 2 trigger data flow paths.
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event is passed to the L3/Data Acquisition (DAQ) system. At this point, the full
detector information is collected from the subdetector read out crates (ROCs).
As shown in Figure 3.15, this event information is then routed to one of ~ 125
Linux PCs in the L3 farm. Each PC processes the data with an identical copy of
a filtering software package, reconstructing refined physics objects and applying
sophisticated algorithms to arrive at a final trigger decision. Events which recieve
a L3 accept are sent to a collection machine and are written to tape for future

analysis.

The L3DAQ System

L 3
>

-
All ethernet, except for TFW communication Supervisor e :
CPU
ROC__ r
SBC_
: CISCO 8509 1
Iggg Ethernet Farm
Switch ' CPU
ROC™ |
ﬁ i Farm
) Routing «—TFWinfo — CPU
rROC! Master = .
trigger
sBC 63 CPU [ ds
E readout - e €2t
crates Pein

Figure 3.15: The L3 trigger and DAQ system architechture.

3.4 Event Simulation

Computer simulations of both signal and background events are used to model
the response of the DO detector. These Monte Carlo (MC) simulations proceed

through a number of different steps which are described below.

3.4.1 Event Generation

"Event generators” which describe the production mechanism at the pp hard

scatering level are used to generate simulated events. The typical output is a
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list of vertices and particles that were produced at those vertices. The PYTHIA
event generator [36] is the most widely used at D@and was used for this analysis.
The program generates complete events incorporating our current understanding
of the underlying physics. This includes hard and soft sub-processes, parton
distribution functions, fragmentation, and decays etc. Monte Carlo techniques are
used in addition to properly simulate the quantum mechanical variation between
events observed in nature using both average behavior and fluctuations.

While b-hadron decays are created by PYTHIA, a program especially tuned for
B physics, EvtGen XX [37] , is used to simulate the decays of b-hadrons and their
daughter particles. Appendix XX lists the EvtGen decay files used for generating
the different Monte Carlo samples used in this analysis. The generated events
are then filtered using the dOmess ' package [38] and only those events which

contain the desired particles satisfying the required kinematic cuts are kept.

3.4.2 Detector Simulation

The output of the event generation step is passed through a full simulation of the
D@ detector. This simulation consists of two programs: DOGSTAR [39] and DOSIM
[40]. DOGSTAR17 is based on the CERN GEANT (v3.21) program [41] which describes
the true geometry of a detector by building it up from a library of known shapes.

DOGSTAR helps trace particles through the D detector, determines where their
paths intersect active areas, and simulates their energy deposition and secondary
interactions. The DOSIM program modifies the output of DGSTAR in order to
account for various detector related effects. It simulates the digitization of analog
signals from the detector and converts the simulated data to a form that real
data takes when processed through the D@ electronics. It also takes into account
various detector inefficiencies and noise from both the detector and the electronics.
Additionally, it does pile-up of any additional interactions that might occur in the
same bunch crossing as the signal event . Calorimeter pileup which occurs when
significant energy is deposited before the energy from the previous bunch crossing
has been read out, is also modeled in the program. The output of DOSIM is in

the same format as the raw data and is passed onto the reconstruction program

I Abbreviation for D@ Monte Carlo Event Selection System.
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DORECO . The format of the DORECO output is identical to that of the data processed
offline, but contains additional Monte Carlo information that makes it possible
to correlate reconstructed detector data with the original (or "true”) generator

output.
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Chapter 4

Analysis

4.1 Measurement of the B (A} — ppu~AY)

The number of observed AY events in the channel A — T p~ A is:

Nobs[Ab — M+N_A0(pﬂ-_)] - Nproduced[Ab — M+M_A0(pﬂ-_)]
xer[Ay — ptp A (pr)]
(4.1)

where e the corresponding efficiency and acceptance, and the true number

of decays produced is given by:

Nproduced[No — p e A(pr ) = Lox o(pp — bb) x f(b— Ay)
xB (Ap = prp~A?)
x B (AO — pﬂ'_) (4.2)

where:

e [ is the total integrated luminosity of the collected data sample,

e o(pp — bb) the b production cross section,
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e B(Ay — pTpu~A%) the branching fraction of Ay — pu~A°
e B (A" — pr™) the branching fraction of A° — pr~

The measurement of the B (AY — p" =A%) requires the determination of the
integrated luminosity or the normalisation to a similar decay with a known
branching fraction. For this search the decay of AY — J/1¥A° has been used for
B(Ap—putp~ A°)
B(Ap—J/UAD)
In the case of the branching fraction A) — J/¥A® | the most recent study

normalisation. In necessary to measure the Relative Branching Ratio

was reported by the CDF experiment in 1997 [3], using 110 pb~! of pp colli-
sion data taken at /s = 1.8 TeV, and measuring f(b — Ap) - B(AY) — J/PpA%) =
(4.742.3) x 1075, the uncertainties on this branching fraction is ~ 50%. The first
step in this analysis was to improve the measurement of the B (A) — J/1A") and
with the new value make an estimation of the upper limit on the branching frac-
tion of A — pTu~A°

The study for the B(AY — J/¢A) is performed using 6.1 fb~!, and for the
B(A) — pt =A%) was used 8 ftb™! of pp collisions collected with the DO detector
between 2002-2010 at /s = 1.96 TeV at the Fermilab Tevatron Collider.

Details specific to this analysis are discussed in the following sections.

4.1.1  f(b— Ay) - B (A) = J/YA) calculation

The f(b — Ay) - B(A) — J/A®) is calculated by comparing with the well-
known and topologically similar decay BY — J/¢K? . The calculation proceeds
as follows:

The number of observed A} events in the channel Ay, — J/¥(u*p™)A%(pr™)

18:

NObS [Ab — J/’l?Z)(,u—‘_M_)AO(pﬂ'_)] = Nproduced[Ab — J/¢(M+M_)A0(pﬂ_)]
xer[Ny — /(" )A (pr )]
(4.3)

where the true number of decays produced is given by:

Nproduced[Ab — J/w<:u+:ui)A0<p7Ti)] = '[’ ' O-(p]_? — bE) : f(b — Ab)
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xB (Ap = J/YA®) - B (J/¢p — ptu)
xB (A — pr) . (4.4)

Here £ is the integrated luminosity, o (pp — bb) is the cross-section for the produc-
tion of bb quarks, f(b — A) is the b — A, production fraction, and B(Z — XY)
is the branching fraction for the process 7 — XY. The “reconstruction” effi-
ciency e (Ay — J/Y(ut ™ )A°(pr~)) encompasses acceptance effects as well as
detector, trigger and reconstruction efficiencies for this decay.

Similarly,

Nows[B® = J/(u*p7)Kg(r™n )] = L-o(pp — bb) - f(b— BY)
B = J/vKg) - B (J/v — pTp)
Kg — 7T+7T_)

xenB” = Jf (i o) K3 (n 7). (4.5)

xB (
xB (

Combining these expressions we have:

f(b— Ay) - B(Ay — J/PAY) _ Nops[Ap — T/ (utp™)A°(pr)] " B(KS — ntr)
f(b— B -B (B — J/YK2) Nops[BY = J/p(putp= ) K2 (7)) B (A — pr—)
enlB° > J /() KBt ) o)
er[Ay = J/(ptp ) A0 (pr)].
Therefore, in order to determine the relative branching ratios for these two de-
cays, it is sufficient to count the number of events observed of each type, and
to measure the relative efficiencies. Monte Carlo simulation is used to extract
these efficiencies, as follows. It is necessary to take into account the kinematic
cuts applied at generation level, and also that both AY and K93 were allowed
to decay ‘naturally’ (i.e. according to the decay branching fractions set by the
simulation):
(MC) “\AO (0 —
er[Ny = J/ ()N (pr)] = BOMC) (A{) - X N;((:rom[(i\l,l;s)_) e (pﬂo J
gen (Ao = J/Y(utpm ) A
1 Nees [Ny = J/ib(u* ) A (prr-)]

BOIO) (A0 5 pr)  Nyen[Ay — J /(i) AY]
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e Ay = J /(T ). (4.7)

Here Nyen[Ay — J/¢(pt ™ )AY] is the number of MC events generated that passed

all our generation level cuts.

Note that efo  (Ap = J/tb(i* 7 )A)) = €do_mess(b = Ay — J/(u* ) A0/ FMO (b —

¢ . . .
El%u;)ess is the “only cuts” efficiency in d0_mess (in our case cuts

Ay), where €
on pr and |n| for both muons), and €49_ness is the complete d0_mess efficiency,
which apart from the kinematic cuts, accounts for the fact that only a fraction
fMO(h — Ay) hadronizes to AY in Pythia (remember that B(A) — J/1 A° )=
B(J/1b — ptp~) =1 and bb is forced from Pythia). Understanding this, let us
denote

6dO_rrLess(Ab) = 6alO_mess[b — Ab — J/¢(M+M_)AO] (48)
Then
__erlB” = It )Yt )] _ Nyeeo (B = J/$(ut ) K§(n )]
~er[Ay — J/(pt ) A (pr)] NIy = Tt p YA (pr-)]

Nyen[Ay = J/0 (" 117 )AY) y FMO(NA)
Nyen|B® = J/ip(ptp=)Kg| — fMO(BY)
mess(BY) | BYO (A pr)
€domess(Np) — BMO) (KO — 7t7)

(4.9)
Furthermore,the branching ratios:

BAMC) (AO — pﬂ'_) = B (AO — pw_) (4.10)
BMO) (K¢ —»ntr) = B(Kg—ntn) (4.11)

then the ratio of Eq. (4.6) can be expressed as:

Jb—= Ap) - B[Ny = J/YA]  Neps[Ny = J/¢(pt )N (pr)]
f(b— B%)-B[B* = J/YKY  Nus[BY = J/¢p(utp ) K (mtm)]
Nites '[B® = J/yp(p*p ) K3(r 7))
Nices '[Ny = J /1o (p = ) A ()]
Nyen[Ap = J/9(u* ™ )A°]
Nyen[BY = J/1b(ptp=) K

V=
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% 6clO_mess(BO) f(MC) (Ab)

€d0_mess(N\p) x FMO)(BOY (4.12)

The different quantities required to perform this determination are extracted as

follows:

e N, is extracted by fitting the appropriate invariant mass distributions in

data after applying all selection criteria;

® N, is extracted from the MC simulated data after applying all selection

criteria;

® Nyen, €d0_mess and fME) are extracted from the MC simulated data, at

generation level.

Nops; Nyeco and Ny, are evaluated separately for AI? and Bg cases, for Run Ila,
Run IIb1 and Run IIb2 data. In the case of €49_mess and f (MC) will be the same

value for all the runs.
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Chapter 5

/\2 and Bg Selection

5.1 Flow of the data

The simulation of physics processes is an important part of this analysis. Sim-
ulations of the production, decay and detection of bb events is the only way to
determine many of the input parameters for this work. A variety of software tools
are employed to acquire the simulated data required for these studies.

The bb production process is simulated by Pythia XX. In addition, it simulates
the hadronization process by which the bb pair produce a AY and/or other B
hadrons. And as was explained in the previous Chapter, the Monte Carlo (MC)
simulations proceed through a number of different steps in order to have an
aproximation to the real data of the RUN II. But in both cases, MC and real
data, we apply the same reconstruction algorithms and selection analysis. The
different steps for MC and real data are showed in the Fig. 5.1

With Monte Carlo is possible to know with good precision the numbers of
events generated, the events that pass the dO_mess filter and the numbers of
events reconstructed that pass through our entire reconstruction and final selec-

tion.
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Figure 5.1: Diagram of the data seleccion for MC and RunlI

5.2 MOC Samples for the selection cuts

Two MC samples were generated to be use on the optimization of selection crite-
ria, which will be described later in this note. Information on these MC samples
is shown in Table II, with additional details given in Appendix A. These samples
of Monte Carlo will not be used for computing reconstruction efficiencies

Here, charge conjugate decays are implied. Again, generation level constraints

are applied to the muons using DOMess:
e pr(p*) > 1.0 GeV/ec

o ()] <25
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Table 5.1: MC signal used

‘ Decay ‘ Version ‘ Sample Size ‘ Req ID ‘
p17.09.08 ~ 600 K | 126235, 126236, 126237
A) — J/PA° | p20.09.03 ~ 600 K | 126238, 126239, 126240
p20.09.03/p20.15.04 | ~ 600 K 124618,124619,124620
p17.09.08 ~ 600 K | 126252, 126253, 126254
BY — J/WK? | p20.09.03 ~ 600 K | 126255, 126256, 126257
p20.09.03/p20.15.04 | ~ 600 K | 126258, 126259, 126260

5.3 Data samples

The analysis presented here is based on data collected by the DO Detector between
April 2002 and June 2009:

e Run ITa: April 20, 2002 - February 22, 2006 (runs 151,817-215,670)
e Run IIb-1: June 9, 2006 - August 4, 2007 (runs 221,698-234,913)
e Run IIb-2: October 28, 2007 - June 13, 2009 (runs 237,342-252,918)

We use the single muon data skims, produced from the thumbnails, and converted
into a streamlined b-physics file format (“AADST”) REF.

5.3.1 Event Selection Overview

In order to search for AY — J/¢A® and BY — J/YK? decays, we begin by
selecting events which contains a pair of muons passing some quality criteria
(described in next subsection). Next, a preliminary selection of A) — J/9A% and
BY — J/¢K? events is made, by combining the dimuon system with a pair of
tracks (A and K? candidates, respectively) which form a common vertex and
pass additional requirements. The decay channels are illustrated schematically

in Fig. 5.2, and the selection criteria are described in detail below.
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Figure 5.2: Decays

5.3.2 Muon Quality Definitions

Reconstructed muon candidates are classified using two parameters: muon type

and muon quality. See Ref [? 7 | for details.

e The type of muon is given by the parameter nseg. In this analysis just the

nseg=0,1,3 were used. The particularity of each value is the next:

— nseg = 0, central track only
— nseg = 1, central track + inner segment of system muon only
— nseg = 2, central track 4+ outer segment of system muon only

— nseg = 3, central track + ( outer + inner ) segments of system muon

e The muon quality can be Loose, Medium or Tight, each one describe in-

creasingly more stringent requirements for identifying an Muon .

5.3.3 Dimuon Sample

The first sample for this analysis is the selection of dimuon candidates using the
BANA JPsiFinder package. Candidates are reconstructed using two tracks of
opposite charge, with pr > 1.0 GeV/¢, and identified as muons by the muon
system. Both tracks must have at least one hit in the CFT detector. At least
one of the muons must have nseg = 3. For muons with nseg > 0, the additional
criterion pr > 1.5 GeV/c is applied. In cases where the second muon has nseg =

0, extra selection criteria are applied:

e The total momentum of the dimuon candidate must fulfill pf%,, < 7.0 GeV/c;
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e The matching between the local muon object and the central track must
fulfill x? < 25 for both muons;

e The second muon must have pr > 2.5 GeV/¢;

e For muons identified by the calorimeter, nmtc() >= 0 (see MuonParticle-
class), and CalEsig() > 0.015*CalNLayer().

Following this initial selection, additional quality cuts are applied:
e One muon is required be TIGHT and the other at least LOOSE;
e For both muons:

— Candidates which only have reconstructed segments outside the toroid

(nseg=2) are rejected;
— pr(p) >2 GeV/c;

= In(w)] < 2;
— The number of hits in the SMT must exceed Nj,,; > 2;

— The number of hits in the CF'T must exceed N ¢ > 2.

Figure 5.3 shows the dimuon invariant mass distributions for the three running

epochs, after application of the above constraints.

5.3.3.1 Preselection

For those events containing a J/W¥ candidate, the J/W mass is required to be
within the range 2.7-3.5GeV/c?, passing the above criteria A° and K2 candidates
are next selected. This is performed by combining pairs of oppositely-charged
central tracks, which form a vertex satisfying the goodness-of-fit requirement y? <
36. No more than two hits in the detector between the primary and secondary
vertex (A° or K2 vertex) are allowed, and a limited number of missed hits (< 5)
are allowed downstream of the secondary vertex position. Each track must also
be associated with at least one hit in the CFT system.

In the case of A° | for the computation of the invariant mass M(pr), the

track with the highest momentum is assumed to be the proton, and masses are
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Figure 5.3: Mass distributions for dimuons in Runlla, Runllbl and RunIIb2

allocated accordingly. For the K2 case, the two tracks were assumed to be
7tr~. Finally, A) — J/¥A° and BY — J/¥K? candidates are reconstructed by
combining the dimuon system with the A° and K3 candidates, respectively. To

limit combinatorial backgrounds additional criteria are applied:
o pr(Ay) > 5 GeV/cor pr(By) >5 GeV/c
e pr(J/v) >3 GeV/e
e Collinearity(A°) > 0.999 or Collinearity(K?) > 0.999

We require the cosine of the angle between the pr vector of the A and the
vector in the perpendicular plane from the J/¥ vertex to the A decay vertex to
be larger than 0.999, this quantity is called Collinearity . For A ’s that decay
from A) — J/A° the cosine of this angle is very close to 1. The Ko selection
follows the same criteria. Figure 5.4 shows the collinearity of A? .

Figure 5.5 shows the invariant mass distributions for K and A° after appli-

cation of all preselection constraints.
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Figure 5.5:  Mass distributions in the Runlla, Runllbl and RunlIb2 for a)
K2 and b) A°

Figure 5.6 shows the invariant mass distributions for B} — J/¢K? and
A) — J/A® after application of all preselection constraints. The mass range for
A) — J/YA° is 4.5 GeV/c? to 6.7 GeV/c* and for By — J/YK? is 4.3 GeV/c?
to 6.5 GeV/c?.
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5.4  Optimization

For the choise of the final selection criteria, we optimize

S (5.1)
VN, + N,

where Ny and N, are the number of signal and background candidates, re-
spectively, by using Monte Carlo estimates for Ny and data for N.

The optimization procedure is done using a grid on the possible values of
selected variables for signal optimization.

The Monte Carlo sample described in the Section II-B is used to model the
signal. The mass range is taken from p =+ 30. The background events are taken
from the mass sidebands of AY and BY candidates in real data, from (u — 100 ,
p—4o) and (pu+ 4o, 1+ 100).

N, is the number of signal events that remain after applying these cuts on the
Monte Carlo sample. In the same way N, is the number of background events

that remain after applying the same set of cuts.
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5.5 Monte Carlo Samples

5.5.1 A} — J/YA” and BY — J/YK?

As it was mentioned before, in order to select the final cuts for the search of A) —
J/YA® and BY — J/YK? decays, we will use MC signal and background from
sidabands data. To select the mass windows to be use from the sidebands, as
well as the mass windows of A and K2 signals, several samples of MC data
are used to extract the signal widths as a first approximation to what would be
expected on data (in general the selected width in MC is few MeV wider than
observed in data). Invariant mass distributions for the three particles are fitted
with a Gaussian function, and the mean p and width o are extracted from the fit.
The limits on the mass window for each distribution are then defined by u + 30,
where o is taken to be the largest value obtained from fits over the three epochs.
This information will be used to define the limits on the signal and background
in the next section 5.6.1, As indicated before, the sidebands will be defined as
the windows (p — 100, p — 40) and (pu + 40, u+ 100). Also to define the limits
to remove background coming from the misidentified A° and K9 5.7.

Figures 5.7-5.8 and Table 5.2 show the results of these mass distribution fits
for Ay — J/YA® and BY — J/YK? | over the three epochs. While the same
number of events are generated for each epoch, there is a significant reduction on
the reconstruction efficiency over time, and also a slight increase in the widths,
expected as a consequence of detector ageing. A similar degredation in the real
data is expected.

The mass distributions for both signal (Monte Carlo) and background (data
sidebands) for the two channels are shown in Fig. 5.9, for Run ITa data. Similar
distributions are observed for Run IIb1 and Run ITb2.

5.6 Final Selection Cuts

5.6.1 Variables selected for significance optimization

Table 5.3 shows the parameters chosen for the selection of final cuts and the

values of each parameter found after the significance optimization. The values
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Table 5.2: Limits for Mass Distributions in Monte Carlo

RunlIb2 [GeV/c?]

Particle | Minimum | Maximum Runlla [GeV/c?] Runllbl [GeV/c?]
[GeV/c?] | [GeV/c? 1] o 1] o 1 o
A) 5.475 5.787 5.625 4+ 0.0010 | 0.040 £ 0.0010 | 5.624 4+ 0.0025 | 0.052 £ 0.0028 | 5.636 £+ 0.0021 | 0.062 £ 0.005p
BY 5.016 5.541 5.280 £ 0.0007 | 0.037 £ 0.0007 | 5.279 £ 0.0010 | 0.036 £ 0.0009 | 5.282 £ 0.0018 | 0.043 £ 0.0014
A° 1.105 1.127 1.116 £ 0.0001 | 0.0031 £ 0.0001 | 1.116 £ 0.0001 | 0.0036 £ 0.0001 | 1.116 4+ 0.0001 | 0.0034 £ 0.0001
Kg 0.474 0.521 0.498 + 0.0002 | 0.008 £ 0.0002 | 0.498 £ 0.0002 | 0.008 £ 0.0002 | 0.498 £ 0.0004 | 0.010 £ 0.0004
J/ 2.914 3.274 3.094 £ 0.002 | 0.06067 £ 0.002 | 3.094 £ 0.003 | 0.0595 &£ 0.002 | 3.095 £ 0.004 | 0.0546 £ 0.008
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RunlIbl and P20-RunlIb2. Monte Carlo sample described in the Section I1-B
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RunlIbl and P20-RunlIb2. Monte Carlo sample described in the Section I1-B
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Figure 5.9:  Signal and Background samples for A — J/¢A° and BY —
J/¢¥K? channels, used to determine the selection cuts for Run Ila data.

found for each epoch are similar, therefore a single cut value will be applied to all
data the selection criteria. In cases where differences are found between epochs,
the procedure is to use the loosest cut. The distributions of each variable, for
Run ITa signal and background samples, are shown in Fig. 5.10 (A — J/¥A%)
and Fig. 5.11 (BY — J/¥K? ) respectively.

5.7 Fake A’ and Kg

The Armenteros—Podolanski [? | technique is used to classify the VO-particles
and is a convenient way of displaying (identifying). In this analisys we only
use this technique to check is we have removed background coming from the
misidentified A° and K¥ .

This technique is a very useful method to analyze the decay of a parent parti-
cle into two tracks with opposite charges, when direct particle identification is not
available. For each two-track event, a point is allocated on the two-dimensional
plane defined by the two parameters qr and a. Here, g is the transverse com-

ponent of the two-track system’s momentum with respect to the direction of the
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Table 5.3: Results from the optimization. In the Column of Final Cut Value are
showed the selected cuts.

‘ Decay ‘ Parameter ‘ Final Cut Value ‘

ct/oe (AY) > 4

Length Decay XY (A°) | > 0.8

A) — J/A° Pr (AY) > 1.6
ct/oe (AY) > 2

X° (AY) <20
cT/oe (K2) > 9

Length Decay XY (K2 )| > 0.4
BY — /6K Py (KY) > 1
ct/oer (BY) > 3

x* (By) <14

parent particle, and « is defined as

B L—aq

= 5.2
A ) (52)

where ¢*; and ¢, are the momentum components of the positive and nega-
tive tracks along the direction of the parent particle. Both these variables (« and
gr) are obtained from the measured momenta, and do not depend on the particle
mass assignment. Figure 5.12 illustrates these varous momentum components

graphically.

AO :KOS

Figure 5.12: Armentaros diagram
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Events from a definite decay will be concentrated around an elliptic locus,
whose semi—axes and horizontal («) position depend on the masses of the parent,
in this case K3 or A° .

The (o, gr) Armenteros—Podolanski scatter plots for A° and K2 candidates
are shown in Fig. 5.13, using Run ITa Monte Carlo simulation of AY — J/9A° and
BY — J/9K? channels respectively. The red points are p™ +m~ events, while the
corresponding points for the 7~ + 7" events are shown in black. As is clear from
the figure, there are two zones where A and K2 candidates can be misidentified
as each other. Additional selection requirements are therefore applied to prevent

such mis-identification, as described below.

0.25

o
N
I

g. (track) [GeVic]

T

0.15(—
o1 { %

0.05~ 2y

Figure 5.13: Podalski-Armenteros scatter plots for the MC p17 samples of A) —
J/A® and B — J/YK? decays.

e A% candidates are removed from the sample if the two tracks have an
invariant mass within the K3 mass window (u + 30) when the tracks are
both assigned the charged pion mass. i.e. we require either one of the
following conditions:

— Invariant Mass (KY hypothesis) < 0.474 GeV/c?
— Invariant Mass (K2 hypothesis) > 0.521 GeV/c?

20



e Similarly, K2 candidates are removed from the sample if the two tracks
have an invariant mass within the A° mass window (u & 30) when the
leading (trailing) track is assigned the proton (pion) mass. i.e. we require

either one of the following conditions:

— Invariant Mass (A° hypothesis) < 1.105 GeV/c?
— Invariant Mass (A° hypothesis) > 1.127 GeV/c?

Having imposed these additional constraints, the resulting Armenteros—Podolansk:i
scatter plots for the two channels can be seen in Fig. 5.14. It is clear that ambigu-

ous events, which would be candidates for mis-identification, have been removed.
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Figure 5.14: Podalski-Armenteros for the MC pl7 samples in a) B} —
J/YK? and b) A) — J/9YA® decays, following the application of criteria de-
signed to avoid mis-identification as described in the text.

5.8 Bad runs

Bad runs are removed from our selection. We define a "bad run” as one for which
quality, according to the DO data quality database, is bad, special or unknown
in the CFT, SMT or Muon systems. The list of runs excluded for data quality

reasons can be found in Ref. [? |.
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5.9 Reconstructed data

After finalizing the optimized set of analysis cuts, and the additional criteria
to remove mis-identified particles and bad runs, these cuts are applied on data
and MC samples. In addition, we select only one AY — J/¢A® and B} —
J/YK? candidate per event by choosing the one with best vertex 2.

The invariant mass distributions, and the corresponding fits to the data, for
both real data and Monte Carlo, are shown in Fig. 5.15 (A) — J/¢A" ) and
Fig. ?? (BY — J/¥K? ). The number of observed candidates are extracted from
the fits in each case. Our nominal fitting model is a double Gaussian for the
signal peak in both cases real data and Monte Carlo, for background a second
order polynomial function is fitted in the case of real data and a linear function in
the case of Monte Carlo. The Monte Carlo sample used in this part was described
in the Section II-A.

5.9.1 Calculation of the parameter v

Using Pythia and d0_mess we generate 3 million A and 3 million B} events.

From these samples, the following production fractions are measured:

FMO(B) = 0.3962 + 0.0001 (5.3)
FMO(A) = 0.0785 £ 0.0001 (5.4)

In the same way for d0_mess efficiencies, but now with the their decay prod-
ucts AY — J/YA® and BY — J/¢YK?

€do_mess(B") = 0.0666 + 0.0001 (5.5)
€do_mess(Ny) = 0.0130 & 0.0001 (5.6)

We use this dOmess efficiency (same value) for IIa, ITb1 and IIb2.

The number of generated decays of each type is:

1. Run Ila:

Nyen (B® = J/0(u ) Kg) = 806, 749 (5.7)
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Nyen (A — J/9p(utp7)A°) = 725,591

2. Run IIbl:

Nyen (B = J/0(up)Kg) = 807,249
Nyen (A — J/9p(utpn7)A°) = 772,203

3. Run IIb2:

Nyen (B = J/¢p(p ) KY) = 582,896
Nyen (A — J/9p(utp7)A°) = 764,817

After reconstructing data and MC we have

1. Run Ila:

NME(BY — J/p(up ) K(n T

reco

NMEY (N — /(™ )A%(pr

-)

-)

Nops (BO — J/(u Ks )
Nops (Ap = J /(1) A (pr™)

)
)
)
)

Then from Eq. (4.12):
v =10.333 £ 0.048

2. Run IIbl:

NMOD (B — J/p(utu sz T

reco

N (A — J/@/)(M 1A (pr

Novs (B = J /(™ tr
Nops (Ab — J/'QZ)(,U w AO pﬂ'

)
)
)
)

Then:
v =0.321 4+ 0.074

23

5,413 + 73
1,985 & 44
1008 = 49

135 + 18

3,167 £ 56
1,073 £33
5935 £ 37
60 + 13

(5.8)

(5.9)
(5.10)

5.18
5.19
5.20
5.21

e e T
~— ~— ~— ~—

(5.22)



3. Run IIb2:

NMO (B — J/p(pp K (rtr7)) = 931+31 (5.23)
NMO (A — J/p(ptp )A(pr7)) = 520 £23 (5.24)
Novs (B = J/ib(ptp KS 7)) = T73+38 (5.25)
Novs (Ap = J/(pp )A(pn™)) = 114 +19 (5.26)
Then:
v =0.351 £ 0.063 (5.27)

The results for the three epochs are summarised in Table 5.4, and illustrated

graphically in Fig. 5.16; excellent agreement is observed.

Table 5.4: Summary of the parameter v for the three running epochs.

‘ Run ‘ v+ Av ‘
Runlla | 0.333 4 0.048
RunlIbl | 0.321 £+ 0.074
RunlIb2 | 0.351 £ 0.063
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Figure 5.15: Events observed from the decay A — J/¥A® in a) Run Ila data,
b) Run Ila MC; ¢) Run IIbl data, d) Run I1Ibl MC; d) Run 11b2 data, ¢) Run

ITh2 MC;
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Figure 5.16: Comparation of the measured value of v for different data taken
periods.
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Chapter 6

Measurement of the

B (A) — J/ypAY)

6.1 Combining data taken periods

From eqs. 4.9 and 4.12 we have:

fo— M) By = J/¥A) _ Naaen  BKD = 7t)
f(b— B%)-B(B* = J/YK?) NBOHJ/ng. B(A — pr™)

(6.1)

B0 J/pKY

where € is the ratio of efficiencies , and as we mentioned before, this

EAy— T/ PA
value is obtained by:

Ni\;[()gen N%Creco Ecg)omess ‘ f(MC)(b N Ab) B(A N p7r_)

Nl];/([)Cgen ’ N[]\\Z[C’reco ’ E%Zmess f(MC)(b — BO) ’ B(Kg N 7T+7T7)

€ =

(6.2)

using this equation and the numbers reported in the previos section, plus
B(A — pr~) = 0.639 and B(K? — nt7~) = 0.6920 (these values are fixed in our
generators), the results for the three epochs are summarised in Table 6.1

We can obtain an average efficiency for the three data taken periods by a

P — 25;1 ej:f fit which lead us to a weighted average:

3

€ =
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Table 6.1: Summary of the parameter € for the three running epochs.

‘ Run ‘ €+ Ac ‘
Runlla | 2.299 + 0.061
RunlIIbl | 2.646 4+ 0.094
RunlIb2 | 2.202 4 0.122

> o
— QO 1200
P N =314229 O F NEBY=2335+73

Events/( 0.05 GeV)

o " L L L L L L L L L
0 5_‘2 5_‘4 5‘_6 5‘_8. é 6.2 4.8 49 5 5.1 5.2 5.3 5.4 _5.5 5.6 5.7 5.8
Invariant mass (GeV) Invariant mass (GeV)

(a) (b)

Figure 6.1: Invariant mass distribution in data for A, — J/¥A (a) and B —
J/YK? (b) decays.

1
O¢ = 3

R 6.4
S oy

Using these equations we found: € = 2.370 +0.047. In addition, if we combine all
three data periods in one data set, we find Ny, = 314 +29 and Npo = 2335 £ 73.
This is shown in figure 6.1. If we plug in these numbers and the average ratio of

efficiencies in equation 6.1, we obtain

f(b— B - B[B° — J/¢Y K]

v =

= 0.345 4 0.034 (stat.) + 0.003 (PDG) (6.5)

The last uncertainty comes from % = 1.083 #+ 0.009 which has been
pT)

obtained from the reported values [? | B(K? — 777 ~) = 0.6920 4 0.0005
and B(A — pr~) = 0.639 £ 0.005. The uncertainty on the % ratio is
estimated assuming no correlations between the uncertainty of each branching

fraction.
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This measurement is consistent with what we obtain for each data taken
periods separately reported in Table 5.4. This new measurement is the most
precise to date and exceeds the precision of the current value reported as the
world-average 0.27+0.12 (stat.)+0.05 (syst.) [? ]. If we use f(b — BY)-B(B° —
J/YK?) = (1.74 £ 0.08) x 1075 from [? ], we can obtain

fb— Ay)-B(Ay — J/PA) = (6.0 £ 0.6 (stat.) 0.3 (B)) x 107°. (6.6)

The result in eq. 6.6 can be compared directly to the reported world-average
(4.74£2.3) x 107° [?7 ].

6.2 Systematic Errors

For the measurement of v we consider de following sources of systematics uncer-

tainties.

6.2.1 Mass Model and Background Model

To extract the A, and B° yields, we use a model of two Gaussians for signal
(as observed in MC) and a second polynomial distribution for background. To
investigate a possible source of systematic uncertainty due to the choice of the
model, the fit is repeated with an exponential function to model the background
and a single Gaussian for signal. This is done separately for both, A, and B°.
We observed a deviation of 2.6% to the central value of v. We consider this as a

sistematic due to this source.

6.2.2 Background Model and Mass Model

The signal peak is fitted with one Gaussian and the background with a exponen-
tial function.

We studied various background models, such as those tried by the referee, and
we selected the model that returns the best y? when projected on data (all our

fits are actually unbinned log-likelihood fits). In the case of the linear background
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Figure 6.2: Fit for the events observed from the decay AY ; a) Run Ila, ¢) Run
IIb1 and ¢) Run ITh2. Fit for the events observed from the decay B — J/¥K? d)

Run IIa, e) Run IIbl and f) Run I[Ib2;
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for describing the background, this yields substantial variation in the number of
Ay, and also the x? for linear fit is rather poor, so this is clearly not the way to fit
the background and variations in the number of A, is overestimated in this case.

In the next two tables are the results of the fits combining the 3 different

models for the background and a double Gaussian for the signal.

Model Numbers A, A
Nominal Value, Ny, = 314 29

Nominal Mass Range (5.0, 6.2)

2 Gauss + Pol 1 262 + 26 16.5 %
2 Gauss + Pol 2 314 4+ 29 0.0%
2 Gauss + Exp 312 + 24 0.6 %
Model Numbers B° A

Nominal Value, Ngo = 2335 £ 73

Nominal Mass Range (4.8,5.8)

2 Gauss + Pol 1 2229 + 64 4.5 %

2 Gauss + Pol 2 2335 £ 73 0.0 %

2 Gauss + Exp 2297 + 58 1.6 %
A RooPlot of Invariant Mass (B ) [GeVic?] | A RooPlot of Invariant Mass ( A,) [GeV/c?] |

—4- Data
— 2Gauss + Poll
— 2Gauss + Pol2

— 2Gauss + Exp

Events / (0.06)

i
1<}
1=

[TTT[TT T[T [T TIT[TIT[TIT[TTT

| | | | | |
4.9 5 51 52 53 54 5!

5 5.6 5.7 ;.8 5.2 5.4 5.6
Invariant Mass (B O) [GeVic

5.8 6 6.2
1 Invariant Mass ( A,) [GeV/c’]

Figure 6.3: Combining the 3 different models for the background and double
Gaussian for the signal.

To clear any doubt on the assigned systematic, we selected a narrow mass
window, such that there is almost no difference between the background models

(exponential, 1st or 2sd order polynomial), and performed a fit for each model.
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The results in the relative yield did no changed by more than the assigned 5.5%

systematic, reinforcing our previous studies and assignment of this uncertainty.
In the next two tables are the results of the fits combining the 3 different

models for the background and a double Gaussian for the signal in a narrow mass

window.

Model Numbers Ay A
Nominal Value, Ny, = 314 £ 29

Mass Range (5.35,5.85)

2 Gauss + Pol 1 305 £+ 41 2.8 %
2 Gauss + Pol 2 312 + 32 0.6 %
2 Gauss + Exp 310 + 24 1.2 %
Model Numbers B° A

Nominal Value, Ngo = 2335 + 73

Mass Range (5.05,5.5)

2 Gauss + Pol 1 2380 + 71 1.9 %

2 Gauss + Pol 2 2279 £ 71 2.4 %

2 Gauss + Exp 2408 + 61 3.1 %
‘ A RooPlot of Invariant Mass (B ) [GeV/c?] | A RooPlot of Invariant Mass (_A,) [GeV/c? |

)

429
=
o
=1
=]

Events / (0.0321-
®
[=]
(=]

20—

ool L L L L Lo | | | 1. | L. | | |
£35 64 545 55 555 56 565 57 575 5.

5.45 5.5 .8 X
Invariant Mass (B 0) [Gevlcz] Invariant Mass ( A,) [GeVic?]

95
=)
a
ol
s
ol
nE
al
o
)
o
N
o
o
w

5.35 5.4 5.85

Figure 6.4: Combining the 3 different models for the background and double
Gaussian for the signal.

6.2.3 Signal Decay Model for B,

The extraction of Monte Carlo parameters was repeated using an independently

generated sample, in which the decay model SVS_CP was set in the evtgen pack-
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age instead of the default ‘phase space’ model that was used for the nominal
analysis. The SVS_CP model is the decay of a scalar to a vector and a scalar and
allows for CP violating time asymmetries. This model uses the decay amplitudes
together with the time evolution of the BB system and the flavor of the other
B to generate the time distributions. See Ref [? | for details. We observed a

deviation in v of 2.0%. We quote this a systematic uncertainty due to the decay
model of BP.

6.2.4 Background from B and A)

Due to the similar topology of both decays, we may have contamination from
BY candidates identified as AY and vice versa. To estimate this contamination,
in the BY MC sample we look for AY candidates reconstructed as B} . Then
we estimate the expected number of events due to this contamination by using
the number of reconstructed AY candidates in data. The results of these studies
are summarised in Table 6.2, and show that the number of expected background
events from such reflections is small. When we consider this in the computation

of v we find a change of 2.3% that we quote as a systematic due to this source.

Table 6.2: Background information

Particle | Run | Reconstructed | Reconstructed | Expected
correctly incorrectly in data
# events # events # events
AY [Ta 1926 9 1
BY [Ta 5193 3 4
A) ITb1 1044 14 1
BY ITb1 3010 3 7
A) ITh2 642 4 1
BY ITh2 616 3 5
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6.2.5 Ag Polarization

In this section we study the effect of the AY polarization and decay parameters
on the reconstruction efficiency. The decay AY — J/¥A can be described com-
pletely in terms of four helicity amplitudes A(Ax, Aj/y) and follows an angular
distribution given by

=19

w(0: A; Py, vy o Z Fri(A) foi(Py, ) F(6). (6.7)

Figure 6.5: Cascade decay for A , A) — J/YA® A = p+a=, J/p = ut+pu~

The five angles § = (0,01,05, ¢1,¢2) in this probability function are depicted
in Figure 6.5 (a detailed description can be found in Ref. [? |). P, denotes the A}
polarization and a is the decay asymmetry parameter of A. The amplitudes and
polarization are independent unknown parameters, and can be varied to obtain
the maximum deviation from our nominal value. By integrating Eq. (6.7) in four
angles, it can be shown that only the distributions of # and ¢; depend on P, (¢
being the most relevant). In particular, § obeys the simple relation

w(0; A, P,) = = (1+ Pyaycosb) (6.8)

N | —

where «y is the A, decay asymmetry parameter, which is given in terms of the
helicity amplitudes.

In order to determine which combination of P, changes more our recon-
struction efficiency, the shape of the cos distribution is manually ajusted in MC

to account for all possible polarizations, allowing P,y to vary in the full range
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from -1 to 1. This test is performed exclusively on Run Ila Monte Carlo data, as
described below.

For each trial (i.e. for each value of P,ay), the events are filtered using random
rejection at the generation level, and the reconstruction efficiency corresponding
to this trial is measured. Figure 6.6 shows an example of the distributions pro-
duced by this method.

35000

- mmee Reconstruction
30000},

— Generation
25000 ""h.,
200001 ...

15000 —

10000

sooof~ | aP=-1 [ e S

T R N A N AU TR R R B —
0—1 -0.8 -06 -04 -0.2 -0 0.2 0.4 0.6 0.8 1
Cos (6)

Figure 6.6: An example of the effect of adjusting the generation level polarization
on the corresponding reconstructed cos @ distribution, using Run Ila Monte Carlo,
for the case Pya, = —1. The continuous line is the distribution after filtering at
generation level and the dashed line is the reconstructed distribution.

The results of these tests are summarized in Table 6.3, which shows the mea-
sured efficiencies using different values of P,ay,.

We take P,y = 0 as a reference because this sample did not require random
event filtering. Figure 6.7 show the relative change (in percentage) in the mea-
sured reconstruction efficiency, with respect to the reference value at Py, = 0.
The maximum change corresponds to P,a;, = —1, where the fractional change in
efficiency is around 4.2%.

Having determined that the largest shift in efficiency for Run Ila is coming
from the extreme values Py, = +1 , we produced MC including A, polarization

at the level of EvtGen and passing our detector simulation. The procedure is
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Table 6.3: Summary of the effect of varying the AY polarization on the final
measured rreconstruction efficiency. The observed variation is very small.

By, €49 X 1073
0 2.74 £+ 0.06
-1 2.62 + 0.09
-0.75 2.66 £+ 0.09
-0.5 2.64 + 0.09
-0.25 2.74 £+ 0.09
0.25 2.73 + 0.09
0.5 2.70 £ 0.09
0.75 2.72 £ 0.09
1 2.68 £+ 0.09
T o 451
K i@
wl[® 3.5% (]
2 E o
' 2sF
o L
1.5%
*
.-
o 1 05 e ? T o5 1
a P

Figure 6.7: The relative change (in percentage) in the measured reconstruction
efficiency with respect to the reference value at P,ay, = 0.

described in the following subsection.

6.2.6 A} polarization with EvtGen

To have a better estimation of the AY polarization effect on our branching ratio
measurement, instead of using the simple accept-reject approach, here we gen-
erated Monte Carlo with AY initially polarized. We use the EvtGen package to
achieve this goal.

The procedure is as follows: we generate pp Monte Carlo events forcing
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bb production. AY particles are set stable in Pythia and EvtGen forces the decays
to J/Y(utp~)A%. We still let Geant to decay A°. EvtGen class HELAMP was
modified (extended) to receive an odd number of parameters (in our case, polar-
ization is set only if 9 parameters are found), the last one being the value of the

AY polarization (along the z axis). The polarization vector is

= ZXD
P = 6.9
|2 % p (6.9)
and the spin desinty matrix
L1 -

is associated to the A} particle. Here & are Pauli Matrices and p'is the momentum
of the AY particle in the lab system. Once the spin densinty matrix is set to AY,
the HELAMP method (which from now remains unchanged) decays the particle
acording to (user’s) established helicity amplitudes. As already mentioned, four
helicty amplitudes describe the decay A) — J/wA:

a+:M+%7O, a*:Mf%,Ov b+:M7%’71, b,:M%ﬂLl, (6.11)

where M, v denotes the amplitude for the A to decay into A and J/¢ with
helicities A and A. The amplitudes obey a normalization condition (sum of the
square norms equals to 1) and from them the asymmetry parameter o, caused

by the parity non-conservation of the weak interactions can be defined:

O S e et Y el LY
|as|? + 1042 + Ja—|* + |o|?

(6.12)

We generated three samples, aproximately 800k each.
l.aP=1. P=—-1and a= —1.

ar =by =0,
a_ = 0.269016 exp(1.107157) = 0.120307 + 0.2406151,
b_ = 0.963135 exp(1.533317) = 0.0360922 + 0.962459i

2. P =—-1: P=1and a = —1.
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ay = b+ = 07
a_ = 0.269016 exp(1.10715z) = 0.120307 + 0.2406154,
b_ = 0.963135 exp(1.53331:) = 0.0360922 + 0.962459:

3. aP =0.37: P=—0.8 and o« = —0.457.

a; = 0.429 exp(—1.612i),
b, = 0.295 exp(—1.849i),
a_ = 0.260 exp(1.2317),
b_ = 0.813 exp(1.534i)

In Fig. 6.8 we show cos# for the generated samples, where 6 is the polar
angle of the A momentum in the AY rest frame (z-axis parallel to the normal of
the production plane). As mentioned earlier in this note, the main effect of the
polarization is observed through this angle.

To exemplify the use of the extended EvtGen class, below we show the contents

of the “user.dec” file for the first case above.

Alias myJ/psi J/psi

Decay Lambda_bO

1.0000 Lambda0 myJ/psi HELAMP 0.963 1.533 0.0 0.0 0.269 1.107 0.0 0.0 -1;
# b-(1/2,1) a+(1/2,0) a-(-1/2,0) b+(-1/2,-1)
Enddecay

Decay myJ/psi

1.000 mu+ mu- PHOTOS VLL;

Enddecay

End

From these fully simulated samples we compute new efficencies including po-
larization and found a maximum deviation is 7.2% in the determination of v,
when o P = +1. This is included as a systematic due to a possible polarization
of the Ay.
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Figure 6.8: Polarized A) Monte Carlo, cos angle: Generated (solid blue), after

DOmess (dotted red), and after reconstruction (black points). Histograms are
normalized to have the same area.
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6.3 Summary of estimated systematic uncertain-
ties

In the previous section we studied the sources of systematic uncertainties for
the measurement of v. Table 6.4 list all the sources of systematic uncertainty

considered in this analysis, and their effects on the parameter of interest.

Table 6.4: Systematic error for v

Test Systematic uncertainty (%)
Fit Model 5.5
Signal Decay Model for B 2.0
Background from BY and A 2.3
AY Polarization (Pyay, = +1) 7.2
Total (in quatdrature) 9.6

6.4 Consistency Studies

In order to test the stability of our measurement we do the following cross checks.

6.4.1 Trigger efficiencies for A) and BY

In this analysis, for both,A) and B , triggers affect mainly pr distribution on
the leading muon of the J/W. In order to check any difference due to triggers
efficiency for these decay channels, we compare the pr distribution of the leading
muon for the two decays. The next plot illustrates this comparison.

The top part of the plot shows the pr distribution of the leading muon for
both decays (after background subtraction). The bottom part of the plot shows
the ratio of the two distributions on the top plot. There is good agreement in
the leading 1, distributions within 2 and 8 GeV/c . This is the py region where
most (~ 75%) of the A) and AY candidates are found. For high pr the agreement

is within 20.
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Figure 6.9: Comparison between the py distribution of the leading muon for
A) and Bj
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6.4.2 Data and MC comparison

We produced comparison plots for MC and data (signal after background sub-
tracted) for the variables used in the optimization. The bottom part of the plot
shows the ratio of data to MC distributions. All distributions are consistent,
specially in the regions where most of the A) and BY — J/¢K? candidates are
mainly found.

The next plots show the collinearity distribution. This cut is used to romeved
contamination coming from > — A + . We have produced some plots of this
variable comparing MC vs data (signal after background subtracted). The dis-

tributions are normalized to 1.

6.4.3 Data efficiency ratio and the MC efficiency ratio

To perform this test we add the run Ila, runlIbl and runlIb2 in one data sample,
and the same was done for the MC. We divided the sample in just two bins due

to the low statistics , for three different variables.

Table 6.5:  Test with pT" (Ay)

Central value pT (Ay) < 12 pT (Ap) > 12

Nobs [Ab_’J/"Z’AO]

Nobs [P0~ 7/ VK] 0.37 + 0.05 0.34 + 0.06 0.41 + 0.08
N’I(‘ECO )[Ab%‘]/wl\o]

N B0 a/yKY)

Table 6.6: Test with Decay Length (A°)

Central value D. L. (A% <8 D. L. (A% > 8

NopslAp—J/AD]

Nobs |50 /K] 0.37 &+ 0.05 0.38 + 0.07 0.35 + 0.08
Nvgeco )[Ab_’J/’/)AO]

NS B0 a/pKY)
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Table 6.7:  Test with |n| (Ap)

Central value Il (Ap) <1 Inl (Ap) > 1
Nopg[Ay— /910
0., 07
Ropsl? 2 V] 0.37 £ 0.05 0.32 + 0.07 0.43 + 0.1
Nreco [Ab‘)‘l/w[\o]
N (50, 5/9KY)

6.4.4 A and Kg life time

We have estimated the lifetime of the K2 and A° in our data, taking into account
detector efficiencies as obtained from Monte Carlo simulation. The parameter pl
in the plots below is the value of the lifetime (in cm) obtained from a fit to
the K2 and A° proper decay length Signal distribution (data after background
subtraction) once corrected by the detector efficiency.

For K¥,

e PDG: er = 2.69 cmm

e Fit: ¢7 = 2.44 4+ 0.26 cm
For A°
e PDG: cr = 7.89 cmm

e Fit: ¢7 = 9.028 4 6.53 cm

Also the comparison between signal and MC after reconstruction is showed
below. It’s worth to mention that the Monte-Carlo follows data really well. For
A% the statistics is low ~ 300 events, compared with the kS ~ 2300 events. These
results are in agreement wit h the PDG and no bias is observed. We conclude
that any detector efficiency on the decay length is modeled correctly by our Monte
Carlo (detector simulation), and since this is taken into account in our Branching

Ratio calculation, there is not bias from this source in our result.

6.4.5 A} and A} reconstruction efficiency

To be sure that both A) — J/¢A° and A) — J/¢pAy decays have a similar

reconstruction efficiency, the samples were separated and the reconstruction effi-
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ciency determined separately for each sub-set of data. The results are shown in
Table 6.8

Table 6.8: Comparison of reconstruction efficiencies for the decay A) —
J/A® and its conjugate process.

Run €0 €0 €20/ €x0
Runlla  28.05 x10~* 26.92 x10~* 1.05
Runllbl 13.62 x10~* 14.30 x10~* 0.95
Runllb2 6.55 x107*  6.73 x1074 0.97

In addition, the channels A} and AY are separated in real data, by cutting
on the parameter o corresponding to the Armenteros—Podolanski plot. The
condition a > 0 isolates A) -like events, and « < 0 isolates A) -like events. The

results are summarized in Table 6.9

Table 6.9: Comparison of the final branching ratio measurements for the decay
A) — J/¢A® and its conjugate process, where the separation of the two processes
is achieved using the Armenteros—Podolanski parameter a.

Test v B(Ay — J/WA%) x f(b— Ay) x 107°
Central Value | 0.335 £ 0.040 5.84 £+ 0.70
Only /_\8 0.292 + 0.073 5.09 £+ 1.10
Only Ag 0.367 = 0.062 6.38 4+ 0.99

6.4.6

The entire data-set is randomly divided into two equally-sized sub-samples, and

the measurement performed separately in each sub-sample. The results are shown

in Table 6.10

Random Selection
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Table 6.10: Results determined separately in one subsamples, defined by random
allocation of events.

Test v B (A — J/YA%) x f(b— Ay) x 1077
Central Value 0.335 4 0.040 5.84 £+ 0.70
Random 0.327 4+ 0.059 5.69 £+ 0.93

6.5 Calculating B(A, — J/¥A)

The branching fraction B (A — J/¢AY) is slightly more difficult to report since
there is not a published measurement of f(b — A;). On the other hand, the DO
and CDF experiments have observed other weakly decaying baryons such as the
=, ,=p and Q| as was explained in the Chapter 2, the general assumption that
F(b = boaryon) = f(b — Ap) is not correct. A better approximation is to include
the contribution of the ZJ) in the calculation, such that f(b = bparyon) = f(b —
Ap)+ f(0— =)+ f(b— =;). Furthermore, we can assume isospin invariance to
set f(b—Z;) = f(b— Z)). It was also observed in Ref. [42] that

[b—B) Jb—5)
Jo— 18" b Ay

(6.13)

Using the PDG values of f(b — B°), f(b — Bs) and f(b — byaryon) (from the
combination of LEP and Tevatron results) and their correlations (see section ),

we obtain

f(b— B%) f(b— Bs)
f(b — bbaryon) f(b — BO)
= (11.08 &+ 1.09(stat) + 1.06(syst) = 2.94(PDG)) x 10~*

—  (11.08+3.31) x 10~ (6.14)

B(Ay — J/PA) = x [142 | x B(B® — J/YK®) X 0,1

WA 1 leads to B(A, — J/A) = (8.67 & 4.84) x

The same assumptions on o,7;

Lo, of the World Average
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10~%. Both results are consistent within errors and favor theoretical models which

predict a larger value for this branching ratio.
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Chapter 7

Search for the rare Decay
/\2 — A

In this Chapter the search for the rare decay A) — 1~ A will be presented. The
measurement of a branching fraction requires the determination of the integrated
luminosity or the normalisation to a similar decay with a known branching frac-
tion. For this search the decay of AY — J/1A" has been used for normalisation.

The decay channels are illustrated schematically in Fig. 7.1

Figure 7.1: Topological view of the decays AY — p*p~A% and A — J/wA°

The search was performed as a “blind box“ analysis, with the signal region
hidden during all analysis steps. The strategy of the analysis is to start with a
pre-selection and then use discriminating variables in an optimisation procedure

to further reduce the expected background. The estimation of the background
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in the signal region is obtained by interpolating the remaining background from

sidebands into the signal region.

7.1 Data samples

The analysis presented here is based on data collected by the DO Detector between
April 2002 and July 2010:

e Run ITa: April 20, 2002 - February 22, 2006

e Run IIb-1: June 9, 2006 - August 4, 2007

e Run IIb-2: October 28, 2007 - June 13, 2009

e Run IIb-3: September 15, 2009 - July 18, 2010

We use the single muon data skims, produced from the thumbnails, and converted
into a streamlined b-physics file format (“AADST”). In the case of Monte Carlo

samples, for the Runllb-2 and RunlIb-3 was considered the same version.

7.2 B (A) = ptpA") calculation

The B (A — pTu~AP) is calculated by comparing with the well-known and topo-
logically similar decay A) — J/¢A° . Following the same steps than in the
Chapter (77?), the calculation proceeds as follows:

The number of observed AY events in the channel A) — ptp~ A% is:

Nobs[Ab — M+N_A0(pﬂ-_)] - Nproduced[Ab — M+N_A0(pﬂ-_)]
xep[Ay — ptp A (pr)]

where the true number of decays produced is given by:
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Nproduced[Ab — ,qu:uiAO(pTri)] = L J(pﬁ — bg) ' f(b — Ab)
xB (Ab — ,qu,u*AO)
x B (AO — pW*) (7.2)

We proceed in the same way for A) — J/1A° | we can get combining with
A) — A

B (Ay — ptu~A9) _ Nops[Ap — =A% (pr7)]
B (Ay = J/YPA?) Nobs[Ay = J /b (ut = )AO(pm)]
el = /()M (pr )]
er[Ap = ptp=AO(pr—)]
XB(J/ — ptp) (7.3)

Therefore, in order to determine the relative branching ratios for these two
decays, it is sufficient to count the number of events observed of each type, and
to measure the relative efficiencies. Monte Carlo simulation is used to extract

these efficiencies, and as the same way that the Chapter (?77?)

_ nly o LN )] NI, 1) A )
T er[Ny =t A (pr)] NG Ay = A (pr)]

" NN = ptp= A
Nyen”[Ag = /(=) A
% EdO_mess(/\b — J/@Z)(MJFN_)AO)

€d0_mess (Ab — /L+/L_AO)

(7.4)

N and Né%c) are evaluated separately for each MC version.

7.3 Pre-selection Requirements

The pre-selection requirementes were the same that for the B (A — J/¢A%) anal-
ysis, see Chapter (5). The strategy to search for these decays is the following:
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e Look for events with two oppositely charged reconstructed muons, forming
a common vertex, and with invariant mass 1.2 GeV/c* < Mass(utu™) <
4.5 GeV/c?, Muons are identified by matching tracks reconstructed in the

central tracking system with track segments in the muon spectrometer.

In this mass region, the J/1 , ¥ and ¢ resonances are excluded with cut-
out regions that cover +50 wide windows around the observed resonance

masses as indicated in Figure 7.2.

— Region A: 1.2 GeV/c* < Mass(ptu~) < 2.7 GeV /2.
— Region B: 4.0 GeV/c* < Mass(utpu™) < 4.5 GeV/c2.

X
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OO
=
N

Figure 7.2: The arrows show the regions that are selected

The upper cut of 4.5GeV/c? in the Mass selection is comming from Monte

Carlo. In the Figure 7.5 is shown the generation and recontruction level.

e Search for pairs of oppositely charged tracks with a common vertex in those
events satisfying the dimuon selection. For the A" reconstruction, Monte
Carlo (MC) studies support that the track with the highest pT is the proton.
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Figure 7.3: DiMuon mass at Generation and Recontruction level in Montecarlo
Simulation

e AY candidates are reconstructed by performing a constrained fit to a com-

mon vertex of A? and the two muon tracks.

e Track pairs simultaneously identified as both A and K§ due to different

mass assignments to the same tracks are removed.

e The pointing angle of the A° track to the J/¥ vertex in the transverse plane
must not exceed 2.5°

7.4 Optimisation of Discriminating Variables

An optimisation criterion proposed by G. Punzi [? | has been used in order to

find the optimal set of cuts. It consists in maximising the ratio P defined as:

€
P=———— 7.5
%+ VNBack ( )

Here, € is the reconstruction efficiency of the signal Monte Carlo relative to
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a preselected sample and Npg,. is the expected number of background events
interpolated from the sidebands. The constant a is the number of standard
deviations corresponding to the confidence level at which the signal hypothesis is
tested. The value of a should be defined before the statistical test and has been
set to 2, corresponding to about 95% CL. The expression P has been used as an
optimisation criterion in the grid search.

Before the optimisation of the discriminating variables, the mass region of
interest was restricted to 5.3 GeV/c? < M(A,;) < 5.9GeV/c* | containing the

signal region.

»n 00— histoLbrare_mass
E B + Entries 9172
o L
S C Mean 5.629
() 600 - +++ + RMS 0.1177
B C + X2 / ndf 581.1/95
E 500 I + Constant 529.5+8.4
Re) C Mean_value 5,626+ 0.001
E - Sigma 0.0971+ 0.0011
=] ;
> 400 u

300~

200

100

0 : P R By PR
5.2 54 5.6 5.8 6 6.2

Invariant Mass ( A,) [GeV/c 2l

Figure 7.4: The mass resolution in the signal Monte Carlo after pre-selection

The signal region is blinded during the optimisation of cuts to avoid overtun-
ing of the cuts into statistical fluctuations as well as biases in the optimisation
procedure.

Table 7.1 defines the mass ranges for the sidebands and the blinded signal
region that were used. The given values translate the size of the blind signal
region to a window of 800 + MeV/c* around the expected reconstructed A) —
prp~A® mass. The signal region corresponds to approximately £ 30 of the

expected mass resolution for AY — p*~A° in the Monte Carlo. The width of
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the sidebands that are used for background estimation was set to 60 each.

mass_Lb
x10° Entries 3096817
-~ C Mean 5.545
& 16— RMS 0.5802
3 C Sideband 1 Signal Region Sideband 2
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> <
s r
o 12—
10— ———__
- H—
8- —————
6
4
2
96 28 5 52 54 56 58 6 62 64 66

Invariant Mass ( A,) [GeV/c?]

Figure 7.5: Invariant A — J/¢A° mass distribution of data events after prese-
lection

Table 7.1: Invariant mass regions for signal and sidebands used for background.

| Region | min Mass GeV/c? | max Mass GeV/c? |
region of interest 5.3 5.9
blinded signal 5.2 6.0
sideban I 4.6 5.2
sideban II 6.0 6.6

7.5 Grid Search

The optimisation on the four discriminating variables was performed as described
previously. The sideband data sample used during this optimisation corresponded
to a third of the total data sample. The result for the cut combination which
maximised P of Eq. 7.24 is shown in Table 7.2.

The distributions of the three discriminating variables for signal Monte Carlo

and sideband data are shown in Figure 7.6.
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Table 7.2: Results from the optimization. In the Column of Final Cut Value are

showed the selected cuts.

‘ cut parameter ‘ cut value ‘
Pr (AO ) >4 G@V/C
Length Decay XY (A% ) | > 2 cm
cT/oer (M) > 16
cT)0er (AY) > 12

7.6 Reconstructed MC and data samples

Using Pythia and d0_mess , we generate 3 million A) — pTu~A° and 3 million

A) — J/YA® events and from these samples, the following d0_messefficiencies

are measured:

€d0_mess(Ap — T~ AY) = 0.0055 £ 0.0001
€d0_mess(No — J/PA®) = 0.0130 £ 0.0001

The number of generated decays of each type is:

1. MC for Run Ila:

Nyen (A) = p* =A%) = 671,250
Nyen (A = J /("7 )A%) = 725,591

2. MC for Run IIbl:

Nyen (A} = p* =A%) = 697,500
Nyen (Ap = J/(pt ™ )A") = 772,203

3. MC for Run IIb2:

Nyen (A = p =A%) = 862, 750
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Figure 7.6: Discriminating Variables after pre-selection for signal MC and data

events from the sidebands.

(7.13)

Nyen (A = J/tp(utpn7)A°) = 764,817

After finalizing the optimized set of analysis cuts, these cuts are applied on

data and MC samples. In addition, we select only one A) — J/9A° candidates
88
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1. MC for Run Ila:

N (A — it A%) = 98+10 (7.14)
NS (N = J/(ptp )M (pr7)) = 195+ 14 (7.15)
(7.16)
2. MC for Run IIbl:
N (A) — T A%) = 30£5 (7.17)
NS (N = J/o(ptp )M (pr7)) = 15T +12 (7.18)
(7.19)

3. MC for Run IIb2 and Run IIb3:

NMO(A) — T A%) = 19+4 (7.20)
NI (M = T/t p )M (pr)) = 6147 (7.21)
(7.22)

7.6.1 The normalization channel

In order to obtain a branching ratio limit for AY — pu*p~A° | the decay chain
A) — J/WA® withJ /¥ — ptu~ was used as normalisation. The J/¥ decaying
into up~ has the big advantage that the putu~ efficiencies are canceled. There-
fore, the same cuts on the discriminating variables were applied to A) — J/¢A as
in the AY — p™pu~A° search.

The mass spectrum of the reconstructed A — J/1A° for the full data sample
is shown in Figure 7.7. A fit using a Gaussian function for the signal and a
second order polynomial for the background yielded 38+8 signal events, where the
uncertainty is statistical. The mass resolution of the A) — J/1AY is 79MeV/c?.
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Figure 7.7: Invariant A} — J/¢A° mass distribution of data events after prese-
lection

7.6.2 Efficiencies

. . . . . CAD—7/5pA0
The efficiency, ¢, is the ratio of efficiencies

, and as we mentioned before,
A2—>;L+;L_A0

this value is obtained by:

MCgen NMCreco 6dOmess
. — A9 —pt = A0 ‘ AD— J /A0 ‘ AY— J /A0 (7 23)
o NMC’gen MCreco ed0mess :
A0 — /A0 A)—=ptp=A% A= putpu— A

using this equation and the numbers reported in the previos section, plus
B(J/Yp — putp™) = (5.93 £0.06) x 1072 and the results for the three epochs are

summarised in Table 7.3

Table 7.3: Summary of the parameter € for the three running epochs.

‘ Run ‘ €+ Ae ‘
Runlla | 4.351 4 0.542

RunlIbl | 10.67 + 1.973
RunlIIb2 | 8.560 + 2.032

Using 6.3, we found: € = 5.030 + 0.506
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7.7 Deriving an upper limit

To calculate an upper limit on the branching ratio for the decay AY — puTpu=AY |
the number of reconstructed events 46 + 9 of AY decaying into J/1¥A® were used

as normalisation. Thus, B(AY — u* =A%) was calculated as:

B(Ag MJF/LiAO) u(nobsa nback) _
5 = e B(JJ = pt 7.24
BA) = J/OAY)  Nyo o /e = wn) (7.24)

where:
® [1(Nobs, Mpack) 1S the upper limit on the number of observed events

e c is the efficiencie of the signal and normalisation channel, obtained from

Monte Carlo simulation

e the branching ratio B(J/¢ — pTu~) = (5.934+0.06) x 1072 was taken from
PDG.

The efficiencie € is the global signal efficiencies for the search signal and nor-
malisation channel, respectively, including pre-selection cuts, the acceptance and
trigger efficiency. They were determined from Monte Carlo and the uncertainties

are due to Monte Carlo statistics.

7.8 Sensitivity and Results

The analysis has used the technique of a “blind box” analysis, which means that
the signal region was kept hidden throughout all analysis steps presented so far.

Before exploring the “blinded” invariant signal mass region, one can calculate
an “expected upper limit”, as introduced in Section XX, without knowing the
actual number of signal AY — =A% events. In Equatio XX the upper limit
1(Tops, Mpack ) has to be replaced by < (npeer) > . Using the numbers presented in

Section XX, without their statistical uncertainties, one obtains a sensitivity of

(B(AY) — ptp=A%) < 7.77 x 107° (7.25)

91



14

12 Sideband 1 Signal Region Sideband 2

Events/(0.06)

10

4.8 5 5.2 5.4 5.6 5.8 6 6.2 6.4 6.6
Invariant Mass ( A,) [GeV/c?]

Figure 7.8: The remaining background for the full data sample

at a 95% CL was obtained and

(B(A) — p"pA") < 6.04 x 107° (7.26)

at a 90% CL was obtained.

The CDF collaboration reported the first observation of the flavorchanging
neutralcurrent decay A) — pp~A® This decay is sensitive to new b physics in
the differential branching fraction and asymmetries in angular distributions. CDF
reported a signal of 24 + 5 decays with a significance of about 6 Gaussian sigmas.

The branching fraction is

B(A) — ppu A%) =1.73+£0.69 x 10°° (7.27)

the smallest AY branching fraction yet measured.
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Chapter 8

Conclusions

A new measurement of f(b — Ap) - B (A) — J/wA®) has been performed and is
found to be:

F(b = N)-B(Ay — J/PpA) = (6.0+£0.6 (stat.)£0.6 (syst.)£0.3 (B))x 1075 (8.1)

The current world average for this product from the PDG is (4.7 +2.3) x 107°.
This new measurement therefore represents a significant improvement on previous
results.

Finally, without requiring many inputs from the PDG, the production cross-
section times branching fraction for the decay A) — J/¥A® relative to that for
the decay BY — J/9K? has been measured as:

f(b—= Ay) - B(Ay — J/WA)
f(b— BY) - B(B°— J/YK)?)

= 0.345 4 0.034 (stat.) +0.033 (syst.) £0.003 (B)
(8.2)
The current PDG value is v = 0.27 £ 0.13.
A graphical comparison of the precision of this measurement, with respect
to the current PDG values for v and f(b — A;) - B(AY — J/¢AP), is given in
Fig. 8.1.
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Figure 8.1: Comparison of the precision of this measurement with the current

PDG world-averages for v and f(b— Ay) - B(AY) — J/A?).

An upper limit on the branching fraction B(AY — uTu~A%) was set. In-
cluding statistical and systematic uncertainties, and using branching ratio for
B (AY — J/¢AY) that was estimated previously, a limit of

(B(A) — "~ A°)) < 7.77(6.04) x 107° (8.3)

at a 95% (90%) CL was found
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Appdx A

.1  MC configuration

.1.1 MC Samples for the Calculation of B (A(b) — J/wAO)

111 A

For these studies we have simulated pp collisions using PYTHIA (MSEL=5) and

chosen only those events that contain a AY . The A) is forced to decay to
J/¢ AY with the PHSP EvtGen model. The J/1 is forced to decay to puu~ using
VLL and PHOTOS models. The A° is left to DOgstar (Geant) which manages the
decay. Only events with pr(u®) > 1.5 GeV and |n(p*)| < 2.5 are saved and fully

simulated:

dO_mess.rcp :

string Cutl
string Cut2
string Cut3
string Cut4d
string Cutb

string Cut6

user.dec :

"PdgId
"PdgId
"PdgId
"PdgId
"PdgId

"PdgId

X
-5

443 && ParentId == 5122"

13 && Pt > 1.50 && AbsEta < 2.5 && ParentId == 443"
-13 && Pt > 1.50 && AbsEta < 2.5 && ParentId == 443"

3122 && ParentId == 5122"
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Alias myJ/psi J/psi

Decay Lambda_bO

1.000 Lambdad  myJ/psi

Enddecay

Decay myJ/psi
1.000 mu+ mu-
Enddecay

End

1.1.2  BY = J/YK?

PHSP;

PHOTOS VLL;

Similarly to the samples of A) | BY events were simulated, forced to decay to

J/ (W) K

dO_mess.rcp :

string Cutl = "Pdgld
string Cut2 = "Pdgld
string Cut3 = "Pdgld
string Cut4 = "Pdgld
string Cutb5 = "Pdgld
string Cut6 = "Pdgld
user.dec :

noMixing

Alias myJ/psi J/psi

Decay BO

X
-5

443 && ParentId == 511"

13 && Pt > 1.50 && AbsEta < 2.5 && ParentId == 443"
-13 && Pt > 1.50 && AbsEta < 2.5 && ParentId == 443"

310 && ParentId == 511"
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1.000 K_S0 myJ/psi
Enddecay

Decay myJ/psi

1.000 mu+ mu-

Enddecay

End

PHOTOS VLL;

PHSP;

.1.2  MC Samples for the Optimization of B (Ag — J/@/JAO)

1.2.1 AY

dO_mess.rcp :

string Cutl

string Cut2

string Cut3

string Cut4

user.dec :

Alias myJ/psi  J/psi
Decay Lambda_bO
1.000 myJ/psi LambdaO PHSP;
Enddecay

Decay anti-Lambda_bO

1.000 myJ/psi anti-Lambda0 PHSP;
Enddecay

Decay myJ/psi
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"AbsPdgld == 3122 && AbsParentId == 5122"
"AbsPdgld == 443 && AbsParentId ==5122"
"PdgId == 13 && Pt > 1.0 && AbsEta < 2.5 && AbsParentId

"Pdgld == -13 && Pt > 1.0 && AbsEta < 2.5 && AbsParentId

443"

443"



1.000 mu+
Enddecay

End

PHOTOS VLL;

1.2.2 B)— J/WK?

dO_mess.rcp :

int NumberOfCuts

string Cutl
string Cut2
string Cut3

string Cut4d

user.dec :

=4

"AbsPdgld == 310 && AbsParentId == 511"
"AbsPdgld == 443 && AbsParentId ==b11"
"Pdgld == 13 && Pt > 1.0 && AbsEta < 2.5 && AbsParentId

"Pdgld == -13 && Pt > 1.0 && AbsEta < 2.5 && AbsParentId

Alias myJ/psi J/psi

Alias myKshort K_SO

Decay BO

1.000 myJ/psi

Enddecay

Decay anti-BO

1.000 myJ/psi

Enddecay

Decay myJ/psi

1.000 mu+ mu-

Enddecay

End

myKshort SVS_CP beta dm -1 1.0 0.0 1.0 0.0;

myKshort SVS_CP beta dm -1 1.0 0.0 1.0 0.0;

PHOTOS VLL;
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.2 MC Samples

2.1 A)

Now is showed the invariant mass distributions for AY | A and J/v
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Figure 3: Monte Carlo sample of AY mass in a) p17 Run Ila, b) p20 Run IIbl

and ¢) p20 Run 1Ib2

2.2 BY— JYK?

Now is showed the invariant mass distributions for BY , K9
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Figure 4: Monte Carlo sample of A’ mass in a) p17 Run Ila, b) p20 Run IIbl
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Calculating Limits

.3 Probabilities

The most common definition of a probability is the Frequentist approach. If an
identical experiment is performed N times, and a certain outcome A occurs M
times then the probability p(A) for the event A to occur tends to the ratio M/N
as N — o0o. The set of all N cases is called a collective or ensemble and can be
obtained by repeating one experiment N times or by measuring N experiments
simultaneously. This is a very useful definition but also has some problems.
One problem is the repeatability of an experiment. How can it be ensured that
the conditions between the experiments have not changed and that the initial
conditions are exactly the same? The next problem is that the limit N — oo in
a strict mathematical interpretation does not exist. How can one deduce from N
experiments the outcome of the N + 1st experiment? Also, when does it converge
to the limit? Nobody can perform an infinite number of experiments.

Another definition is that of a subjective probability, also known as the
Bayesian definition of probability. This definition is based on the plausibility
or credibility of the observed occurrence. It allows to test the probability of a
hypothesis, which is not defined in the Frequentist approach. In the Bayesian
definition, the actual knowledge about the observed event is taken into account,
which makes this definition of probability subjective. The probability p(A) de-
pends on the information the observer has and transforms it into a degree of
belief. If subsequent experiments are performed, the initial degree of belief can

be modified, depending on the additional information obtained.
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The Au{udb) baryon is observed in the decay A, — J/¢ A using 6.1fb° " of pj collisions col-
lected with the DO detector al ¥ = 1.96 TeV. The production fraction multiplied by the branching
fraction for this decay relative o thal for the decay B'— J/WK) is measured to be 0345+
0.034(stat) = 0.033(syst) + 0.0D3(PDG). Using the world average value of f(h— B) - B(B" —
JOGEYY = (174 £ 0.08) % 10735, we  obtain = f(b— Ay} BlA, —J/ ¢ A) =(6.0] £Q.60(stat) =
(L58(systh= 0. 28(PDG)) x 10 %, This measurement represents an improvement in precision by about

a factor of 3 with respect to the current world average.

DOI: 161 103/PhysRevD E4.031102

The study of & hadron decays, in particular, b — 5 de-
cays, offers good epportunities to search for physics beyond
the standard model (BSM). For this reason, these decays
have been the subject of intensive experimental [ 1-6] and
theoretical [7-9] work. Studies of b baryons at the Fermilab
Tevatron Collider and the CERN Large Hadron Collider
are a4 natural extension of these studies which have been
mostly performed on B mesons [10-13]. The experimental
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Culiacan. Mexico.
**Wisitor from Universitiit Bemn, Bern, Switzerland.

PACS munbers: [420.Mr, 13300Eg, [385Ni

knowledge of b baryons is cumrently limited [14]. For the
Ay ludb)., the lightest b baryon, only a few decay channels
have been studied, and the uncertainties on its branching
fractions are large. ~(30-60)% . For higher mass b baryon
states, even less information is available. Because of its
relative abundance, the A, baryon has been used to inves-
tigate production and decay properties of heavier b baryons,
to search for possible polarization effects [13], for violation
of discrete symmetries in the decay (CP [16] and T [17]
violation), and to search for BSM effects [18]. There are
several models (perturbative QCD [19], relativistic and
nonrelativistic quark models based on factorization approx-
imations [20-25] are examples) todescribe b baryon decays
such as Ay, — J /A, Increasingly precise measurements
of fib — Ay BlA, — J/ e A) [where f(b — Ay) is the
fraction of » quarks which hadronize to A, baryons] will
allow better tests of these models. Moreover, these
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measurements could help in the study of b — s decays such
as Ay — p @~ A [26,27], which are topologically similar
o Ay, — J /A, where S/ decays to dimuons.

This paper reports an improved measurement with
respect 1o the previous Tevatron result [28] of the pro-
duction fraction multiplied by the branching fraction of
the Ay, — J/ A decay relative to that of the decay
B"— J/ K. From this measurement we can obtain
Jib— Ay)+ BiAy — J/rA) with significantly improved
precision compared to the current world average [14]. The
J/ue. A, and KV are reconstructed in the e, pr . and
7 7 modes, respectively. Throughout this paper, the
appearance of a specific charge state also implies its charge
conjugate. The study is performed using 6.1 fb™! of pp
collisions collected with the D() detector between 2002 and
2009 at /5 = 1.96 TeV at the Fermilab Tevatron Collider.

Adetailed description of the Dl detector can be found in
[29]. The components most relevant to this analysis are the
central tracking system and the muon spectrometer. The
central tracking system consists of a silicon microstrip
tracker (SMT) and a central fiber tracker (CFT) that are
surrounded by a 2 T supercond ucting solenoid. The SMT is
optimized for tracking and vertexing for the pseudorapidity
region || < 3.0 (where 7 = — In[tan(#/2)] and # is the
polar angle), while the CFT has coverage for |5| < 2.0.
Liquid-argon and uranium calorimeters in a central and
two endcap cryostats cover the pseudorapidity region
1] = 4.2. The muon spectrometer is located outside the
calorimeter and covers |n| < 2.0. It comprises a layer of
drift tubes and scintillator trigger counters in front of 1.8 T
iron torids followed by two similar layers after the
toroids.

We closely follow the data selection for J/dr — p ™™,
A—pm, and K'— 7% used in the measurement
[30] of the ratio of the lifetimes, ={A,)/7(B"). that used
the same decay products of the A, and B, Events satisfy-
ing muon or dimuen triggers are used. At least one pp
interaction vertex must be identified in each event, deter-
mined by minimizing a y” function that depends on all
reconstructed tracks in the event and a term that represents
the average beam position constraint. We begin by search-
ing for J/i — p" p~ decays reconstructed from two
oppositely charged muons that have a common vertex
with a y” probability greater than | %. Muons are identified
by matching tracks reconstructed in the central tracking
system with track segments in the muon spectrometer. The
requirements of transverse momentum py =20 GeV/¢
and || =<2 2.0 are imposed on these matched tracks, and
each of them must be associated to at least two hits in the
SMT and two hits in the CFT. In addition, at least one muon
track must have segments in the muon system both inside
and outside the toroid. The dimuon transverse momentum
prig’ p) is required o be greater than 3.0 GeV/e,
and its invariant mass M-~ must be in the range
2.8-3.35 GeV/cL In these dimuon events we search for
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A—pw and KY— #'7 candidates formed from
two oppositely charged tracks with a common vertex
with a y* probability greater than 1% and invariant mass
between 1. 102< M, < 1.130 GeV/c? and 0.466 < My <
(.530 GeV/ ¢ To reduce the contribution from fake ver-
tices reconstructed from random track crossings. the two
tracks are required to have at most two hits associated with
them in the tracking detectors located between the mecon-
structed pp interaction vertex and the common two-track
vertex. The impact parameter significance (the impact
parameter with respect to the pp verex divided by its
uncertainty) for the tracks forming A or K candidates
must exceed 3 for both tracks and 4 for at least one of
them. To reconstruct A candidates, the track with the
higher py is-assumed to be a proton. Monte Carlo (MC)
studies show that this is always the correct assignment,
given the track py detection threshold. To suppress con-
tamination from cascade decays of more massive baryons
suchas 2% — Ay and Z° — A#", we require the cosine of
the ungle between the py of the A and the vector from the
J /i vertex to the A decay vertex in the plane perpendicu-
lar to the beam direction to be larger than 0.999. For A
candidates coming from Ay, decays, the cosine of this angle
is typically greater than 0.9999,

The A, (B)is reconstructed by performing a constrained
fitto acommon vertex forthe A (K%) candidate and the two
muon tracks. with the muons constrained to the nominal
J /g mass of 3.097 GeV/c? [14). The py of the A, or &
candidate is required to be greater than 5 GeV/e. The
invariant mass of the J/ o and the two additional racks is
required to be within the range 5.0-6.2 GeV/c* for A,
candidates and within 4.8-5.8 GeV /¢’ for B" candidates.

To determine the final selection critena, we maximize
Ng//Ns + Ng. where Ny is the number of signal (A or
B candidates determined by Monte Carlo simulations and
Ng is the number of background candidates estimated by
using data events in the sidebands of the expected signal.
For the Moente Carlo simulations, we use PYTHIA [31] and
EVTGEN [32] for the production and decay of the simulated
particles. respectively, and GEANT3 [33] to simulate detec-
tor effects. As a result of this optimization, for the A (KY)
we require the transverse decay length to be greater than
0.8 (0.4) cm, the py to be greater than 1.6(1.0) GeV /¢, and
the significance of its transverse proper decay length
(transverse decay length corrected by the boost in the
transverse plane) to be greater than 4.0 (9.0). For the Ay
(B") candidate, the significance of the proper decay length
is required to be greater than 2.0 (3.0). In addition. the A,
and B vertices must be well reconstructed.

A track pair can be simultaneously identified as both A
and K9 due to different mass assignments to the same
tracks. Events containing such track pair ambiguities are
removed. Finally, if more than one candidate is found in the
event, the candidate with the best vertex y* probability is
selected as the A, (B°),
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The invariant mass distributions of the final A, and B"
candidates passing our selection criteria are shown in
Fig. |. To extract the yields of the observed A, and B°
hadrons, we perform an unbinned likelihood fit to each
mass distribution assuming a double Gaussian function for
the signal and a second order polynomial distribution for
the background. The fits yield Ny 4y =314 =29
events and N, o0 = 2335 = 73 events.

The relative production fraction times branching frac-
tion for A, — J/ ¢ A decays to that of 8° — J/ K" de-
cays is given by

&= flb— Ay) s BlAy — T/ A)
= (b — B°)- B(B° — I/ UKS)

_ Naspun BKI—7"77)
BA— pa)

(L

!
Ny pwiy

Here, € = eg_; ,.n.fx.\._;‘e.\b___;..-n,_\ is the relative detection
efficiency of B — J/ WK 1o Ay — J/ kA decays. This
relative efficiency is determined from MC simulation to
be € = 2.37 = (LO5(MC stat). Using BIK' — 7777 )=
0.6920 = 00005 and B{A— pa ) =0.639 =0.005 [14],
we obtain BKY— 777 )/BA— pr )= LORB3 =
0.009. With these inputs and the reconstructed A, and BY
yields, the relative production fraction is found to be

o, 200}
2 NiA,) =314+ 28 DO, L=6.1 fb"
] i
= 150
8 T
:;_," 100}
g - i
i )
o L I L Il L I
5 52 5.4 56 58 6 6.2
Invariant mass (A,) [GeVic?]
1400 -
1200 ~
® F N(B") = 2335+ 73 DO, L=6.1 fb"
3 1000}
§ 800 |
o soof
£ §
400 F
'% 200}
— b)
48 49 5 51 52 53 54 55 56 57 58
Invariant mass (B") [GeV/c]
FIG. |. Invariant mass distribution in data for (a) A, = J/ A

and (by 8% — 1/ K} decays. Fit results are superimposed.
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o = 0345 = 0W034(stat) = 0.003(PDG), where (PDG)
denotes the uncertainty due to the inputs from [14].

The sources of systematic uncertainty on oy are as
follows: (i) uncertainties in the determination of the A,
and B" yields, (ii) the determination of the relative effi-
ciency e, (iii) contamination from A, in BY and conversely,
and (iv) Ay, polarization effects on the relative efficiency e
Many other systematic uncertainties common to both
A= Jfr A and B — I/ K decays, such as b quark
production, integrated luminosity. trigeer and selection
efficiencies. cancel in the ratio. The models used for de-
scrbing signal and background in data are varied. and the
resulting changes in the A, and B yields introduce a
maximum deviation of ¢, from its central value of
5.5%, which is included as a systematic uncertainty, The
simulation used to estimate e uses o phase space model in
EVTGEN to decay A, and B particles. For B decays we
can also use the SVSCP (scalar-vector-scalar with CP
violation) model [32]. When using this alternative model,
we observe a deviation of 20% in o, . Given the similar
topologies of the A, — J/ip® w )A(p7~) and B —
Jilpet w Kt ) decays, the A, sample may be
contaminated with B® events that pass the A, selection,
or vice versa. We quantify this effect in simulation and find
a deviation of 2.3% in oy, which we include as a system-
atic uncertainty. Finally, the effect of the unknown polar-
ization and decay pammeters of the A, baryon on the
relative efficiency is studied following the formalism
of [1534]. The main effect of the polarization is ob-
served through ®, the emission angle of the A baryon
with respect to the polarization direction in the A, rest
frame. This angle follows the distribution [{B) =
L +ay Py, cos(®), where oy and P, are the asymme-
try parameter and polarization of the A; baryon. We study
the exireme cases ay Py = = linsimulations. The maxi-
mum deviation found in ¢, is 7.2%, which is included as a
systematic uncertainty due to the unknown A, polariza-
tion. All of these systematic uncertainties are combined
assuming no correlations, giving a total systematic uncer-
tainty of 9.6%.

We study the stability of the measurement by performing
cross-checks on the two main inputs to the computation of
@ 1 the ratio between the numbers of observed A, and B°
candidates extracted from data and the relative efficiency
determined from Monte Carlo simulations. We investigate
the possibility that the number of A, and B" candidates is
affected by time- or kinematics-dependent changes in the
detection and selection efficiency. We divide the data into
subsamples and determine the value of o, in each indi-
vidual subsample without observing any significant devia-
tion from the measurement based on the full sample. We
split the sample based on different data taking periods, in
different pr, 7 regions, A and K decay lengths, and also
investigated differences between A, and A, rates. To test
for any mismodeling of the detector efficiency that could
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The invariant mass distributions of the final A, and B"
candidates passing our selection criteria are shown in
Fig. |. To extract the yields of the observed A, and B°
hadrons, we perform an unbinned likelihood fit to each
mass distribution assuming a double Gaussian function for
the signal and a second order polynomial distribution for
the background. The fits yield Ny 4y =314 =29
events and N, o0 = 2335 = 73 events.

The relative production fraction times branching frac-
tion for A, — J/ ¢ A decays to that of 8° — J/ K" de-
cays is given by
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relative efficiency is determined from MC simulation to
be € = 2.37 = (LO5(MC stat). Using BIK' — 7777 )=
0.6920 = 00005 and B{A— pa ) =0.639 =0.005 [14],
we obtain BKY— 777 )/BA— pr )= LORB3 =
0.009. With these inputs and the reconstructed A, and BY
yields, the relative production fraction is found to be
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o = 0345 = 0W034(stat) = 0.003(PDG), where (PDG)
denotes the uncertainty due to the inputs from [14].

The sources of systematic uncertainty on oy are as
follows: (i) uncertainties in the determination of the A,
and B" yields, (ii) the determination of the relative effi-
ciency e, (iii) contamination from A, in BY and conversely,
and (iv) Ay, polarization effects on the relative efficiency e
Many other systematic uncertainties common to both
A= Jfr A and B — I/ K decays, such as b quark
production, integrated luminosity. trigeer and selection
efficiencies. cancel in the ratio. The models used for de-
scrbing signal and background in data are varied. and the
resulting changes in the A, and B yields introduce a
maximum deviation of ¢, from its central value of
5.5%, which is included as a systematic uncertainty, The
simulation used to estimate e uses o phase space model in
EVTGEN to decay A, and B particles. For B decays we
can also use the SVSCP (scalar-vector-scalar with CP
violation) model [32]. When using this alternative model,
we observe a deviation of 20% in o, . Given the similar
topologies of the A, — J/ip® w )A(p7~) and B —
Jilpet w Kt ) decays, the A, sample may be
contaminated with B® events that pass the A, selection,
or vice versa. We quantify this effect in simulation and find
a deviation of 2.3% in oy, which we include as a system-
atic uncertainty. Finally, the effect of the unknown polar-
ization and decay pammeters of the A, baryon on the
relative efficiency is studied following the formalism
of [1534]. The main effect of the polarization is ob-
served through ®, the emission angle of the A baryon
with respect to the polarization direction in the A, rest
frame. This angle follows the distribution [{B) =
L +ay Py, cos(®), where oy and P, are the asymme-
try parameter and polarization of the A; baryon. We study
the exireme cases ay Py = = linsimulations. The maxi-
mum deviation found in ¢, is 7.2%, which is included as a
systematic uncertainty due to the unknown A, polariza-
tion. All of these systematic uncertainties are combined
assuming no correlations, giving a total systematic uncer-
tainty of 9.6%.

We study the stability of the measurement by performing
cross-checks on the two main inputs to the computation of
@ 1 the ratio between the numbers of observed A, and B°
candidates extracted from data and the relative efficiency
determined from Monte Carlo simulations. We investigate
the possibility that the number of A, and B" candidates is
affected by time- or kinematics-dependent changes in the
detection and selection efficiency. We divide the data into
subsamples and determine the value of o, in each indi-
vidual subsample without observing any significant devia-
tion from the measurement based on the full sample. We
split the sample based on different data taking periods, in
different pr, 7 regions, A and K decay lengths, and also
investigated differences between A, and A, rates. To test
for any mismodeling of the detector efficiency that could
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Result of the week at Fermilab

Every Thursday, a new Fermilab Result of the Week appears in Fermilab Today.

Results of the Week highlight science from Fermilab experiments. Each Result of

the Week is a showcase of the scientific research and results achieved at Fermilab.
The DZero spokesmen designated my analysis of the f(b — Ay)-B (A) — J/¥A°) to

be translated for the public and be published in the Fermilab Today at May 5,

2011.
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ab]  —py- 11951
quarks b— s quarks

This analysis

&5 &
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bottom strange
‘W boson
s
A
bottom > strange

Forbidden

The Standard Model forbids direct production of a strange
quark from the decay of a bottom. Indirect decay of the kind
illustrated here is possible and is the focus of this analysis.
Since observation of direct production of strange quarks

from bottom quarks would indicate a discovery, we need

to understand very well the indirect production described here.

Subatomic particles called quarks are some of the building blocks of our universe.
The heaviest of the six types of quarks are the top and the bottom quark, and the
bottom quark is where we begin our story.

Today’s result explores the decay of a particle called the Ab (pronounced lambda
sub b), which contains an up, down and bottom quark, into a regular A (lambda)
particle, which contains an up, down and strange quark. This decay requires the
transmutation of the bottom quark to a strange one.

Historically, the quark type is called flavor, so when a quark decays from one kind

to another, we call it flavor changing. If the bottom quark could decay this way, it

would do so by emitting a neutral particle, since the bottom, strange and down

quarks all have the same electric charge. Because of this, physicists call a possible

decay of a bottom quark into a strange quark a flavor-changing neutral current or
C.

According to the Standard Model, FCNCs are impossible and to observe one would
be a sign of new and interesting physics (and a trip to Stockholm). However, we
need to be careful: It is only impossible for a bottom quark to directly decay into a
strange quark. The Standard Model allows indirect decays of bottom quarks into
strange ones (see above figure). This happens when a bottom quark turns into a
charm quark and a W boson, followed by a subsequent decay of the W into a charm
quark and a strange quark. This kind of indirect decay is the basis of today’s result.
Given that observing direct FCNC would be the sign of a very surprising discovery,
we need to understand very well the phenomenon of indirect FCNC so we can
account for it in our calculations.

The precision of the measurements in this study are over three times better than all
earlier measurements combined. This is a necessary achievement if we ever hope to
convincingly observe direct flavor changing neutral currents.

— Don Lincoln

Enrique Eduard Ivan
Camacho-Perez de la Cruz-Burelo Heredia de la Cruz

These physicists from CINVESTAV in Mexico
performed this analysis.
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My service on site

As a member of the DO experiment my main physics interest has been b-physics,
where [ developed a new analysis that aimed to measure the branching ratio
B(Ay — J/¥A%) , which improved the precision by a factor of 3 compared to the
previous Tevatron result. With this result the CDF experiment was able to report
the branching ratio B(A, — puA®), and they found no significant deviation from
the Standard Model

Apart from my specific analysis I was an active member in the D@ commu-
nity. I gave a talk at SUSY 2011 conference related to the first search for pair
production of isolated jets of charged leptons in association with a large imbal-
ance in transverse energy in pp collisions using 5.8 fb~! of integrated luminosity
collected by the DO detector.

I contributed to the operation of the detector by getting involved in two
detector sub groups as both DAQ shifter and L2 trigger expert. I had an active
role in the data taking group, where I was responsible for maximizing data taking
efficiency during 1064 hours of DAQ shifts, beyond of my own DAQ shifts, I took
an interest in helping other DAQ shifters, by streamlining the procedures at the
start and end of stores, by training 8 new DAQ shifters, and by giving L2 tutorials.
In recognition of these contributions to the detector operations, I was invited to
be part of the team of 8 people in the control room for the last Tevatron store. As
a L2-expert I covered 41 weeks as primary on-call expert, this means that I was
responsible for fixing problems with the L2 system at any time of the day or night
as rapidly as possible to maintain efficient data taking. I also worked to improve
the overall performance of L2. I performed studies in the sync-errors and missing

inputs, both related with the muon system, with these studies I contributed to
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developing a GUI to detect Muon sync-errors that only the L2 system was able
to detect. This tool helped to avoid possible stops in the data taking.

Figure 8: The DZero L2 group: These physicists monitor and maintain one of
the critical trigger systems that ensure data flow. From left to right: Enrique
Camacho, CINVESTAV, Mexico; Shannon Zelitch, University of Virginia; James
Kraus, Michigan State University; Mandy Rominsky, University of Oklahoma;
Joel Piper, Michigan State University; Emmanuel Munyangabe, University of
Virginia. On the TV screen is Bob "Max Headroom” Hirosky, University of
Virginia.

Figure 9:  This group of data acquisition shifters have undertaken a major
commitment to operate the DZero detector and take 42 shifts during the course
of four months. They are responsible for ensuring that the data is efficiently
collected and moved to tape. The physicists shown above are just a fraction of
the people involved.
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Figure 10: Last crew for data taking at DZero detector at September 30, 2011.
From left to right Stefan Gruenendahl, Horst Wahl, George Ginther , Yuriy Yat-
sunenko , Jadzia Warchol, Bill Frank, Enrique Camacho-Perez, Joe Haley, Dean
Schamberger and Bill Lee.
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