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Abstract

We report a measurement of the B0
s lifetime in the semileptonic decay chan-

nel B0
s → D−

s µ
+νX (and its charge conjugate), using approximately 0.4 fb−1

of data collected with the DØ detector during 2002–2004. Using 5176 re-

constructed D−
s µ

+ signal events, we have measured the B0
s lifetime to be

τ(B0
s ) = 1.398 ± 0.044 (stat)+0.028

−0.025 (syst) ps. This is the most precise mea-

surement of the B0
s lifetime to date.
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Chapter 1

Introduction

High Energy Physics, also referred to as Elementary Particle Physics, is that

branch of Physics that researches elemental particles, their properties and the

way they interact with each other. It does so by colliding material particles at

very high speeds, so close to the speed of light that, if we remember Einstein’s

equations, a huge amount of energy is needed; henceforth the term High

Energy Physics (HEP) has been adopted to describe this field of science.

HEP’s main goal is to study and understand what matter is made of, to its

most fundamental level.

As in almost every other field of Science, research in HEP splits up in

two main directions: theoretical and experimental work. Theory works on

new or existing models that describe certain aspects of our universe, while

experiments are designed to prove or disprove these models, sometimes even

ending up with discoveries of whole new phenomena. In turn, both efforts go

hand in hand and complement each other for an ultimate scientific under-

standing of the world around us and the laws that govern it, in any scale,

from the subatomic to the cosmological and everything in between. As men-

tioned before, HEP deals with the subatomic scale, the elementary particles

and fundamental blocks of matter, and the work presented in this thesis in

particular, lives in the realm of experimentation of such scale.
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The main idea of a HEP experiment, perhaps currently lacking better

means, is to take an electrically charged subatomic particle, accelerate it to

a speed as close to the speed of light as possible through the use of elec-

tromagnetic fields, and then put it on a head on crash course with either

a fixed material target or an accelerated particle traveling in the opposite

direction. The objective of this being that, if we want to know what that

entity is made of or built with, we use this brute force method to break it

into pieces. Sensitive and especialized detectors are placed at the collision

point, and the data resulting from such events is recorded for experimental

high energy physicists to analyze and try to reconstruct and understand.

In the remaining of this introductory chapter I’ll summarize what these

elementary building blocks have been found to be so far, and how they fit

into a sort of subatomic periodic table called the standard model. That will

be followed by a brief description of the spectator model and heavy quark

expansion theories which led to the ideas that motivated the proposal of this

thesis’s research, finally ending the chapter with a basic description of what

Fermilab is and the particular kind of work I performed while I stayed there

as a PhD student. Chapter 2 will describe a few of the theoretical issues that

serve as background for this work, while chapter 3 is used to describe the

experimental setup in detail: the DØ detector itself. On Chapter 4 the data

selection and event reconstruction methods are exposed, which will lead to

the lifteime fit and final measurement presented in chapter 5. Consistency

checks for the measurement will be described in chapter 6, as well as the

calculations for the systematic uncertainties, finally recapping the ideas of

this thesis in the conclusions and final thoughts found in chapter 7.

1.1 The Standard Model

The Standard Model of particle physics is a theory of three of the four known

fundamental interactions and the elementary particles that take part in these

2



interactions. These particles make up all visible matter in the universe. Ev-

ery high energy physics experiment carried out since the mid-20th century

has eventually yielded findings consistent with the Standard Model [23]. Still,

the Standard Model falls short of being a complete theory of fundamental

interactions because it does not include gravitation, dark matter, or dark

energy. It is not quite a complete description of leptons either, because it

does not describe nonzero neutrino masses, although simple natural exten-

sions do. The Standard Model groups two major extant theories, quantum

electroweak and quantum chromodynamics, into an internally consistent the-

ory describing the interactions between all experimentally observed particles.

The Standard Model describes each type of particle in terms of a mathemat-

ical field, via quantum field theory.

Figure 1.1: The Standard Model of elementary particles, with the gauge
bosons in the rightmost column [23].
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The Standard Model includes 12 elementary particles of spin −1/2 known

as fermions. According to the spin-statistics theorem, fermions respect the

Pauli Exclusion Principle. Each fermion has a corresponding antiparticle.

The fermions of the Standard Model are classified according to how they

interact (or equivalently, by what charges they carry). There are six quarks

(up, down, charm, strange, top, bottom), and six leptons (electron, electron

neutrino, muon, muon neutrino, tauon, tauon neutrino). Pairs from each

classification are grouped together to form a generation, with corresponding

particles exhibiting similar physical behavior.

The defining property of the quarks is that they carry color charge, and

hence, interact via the strong interaction. The confining behavior of the

strong force results in quarks being perpetually (or at least since very soon

after the start of the big bang) bound to one another, forming color-neutral

composite particles (hadrons) containing either a quark and an antiquark

(mesons) or three quarks (baryons). The familiar proton and the neutron

are the two baryons having the smallest mass. Quarks also carry electric

charge and weak isospin. Hence they interact with other fermions both elec-

tromagnetically and via the weak nuclear interaction.

The remaining six fermions do not carry color charge and are called lep-

tons. The three neutrinos do not carry electric charge either, so their motion

is directly influenced only by the weak nuclear force, which makes them noto-

riously difficult to detect. However, by virtue of carrying an electric charge,

the electron, muon, and tauon all interact electromagnetically.

Each member of a generation has greater mass than the corresponding

particles of lower generations. The first generation charged particles do not

decay; hence all ordinary (baryonic) matter is made of such particles. Specif-

ically, all atoms consist of electrons orbiting atomic nuclei ultimately consti-

tuted of up and down quarks. Second and third generations charged particles,

on the other hand, decay with very short half lives, and are observed only

in very high-energy environments. Neutrinos of all generations also do not
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decay and pervade the universe, but rarely interact with baryonic matter.

1.2 Heavy Hadron Lifetime Theory

Measurements of the lifetimes of different b hadrons (hadrons with a a bottom

quark or antiquark) allow tests of the mechanism of heavy hadron decay. The

spectator model predicts that all hadrons with the same heavy flavor con-

tent have identical lifetimes. However, observed charm and bottom hadron

lifetimes suggest that non-spectator effects, such as interference between con-

tributing amplitudes, are not negligible in heavy hadron decays. This implies

that a mechanism beyond the simple spectator model is required. An effective

theory called the Heavy Quark Expansion (HQE) [3] includes such effects and

predicts lifetime differences among the different bottom hadrons. In partic-

ular, a difference of the order of 1% is predicted between B0 and B0
s mesons.

The measurement of the flavor-specific B0
s lifetime using semileptonic decays

is also useful in determining the decay width difference between the light

and heavy mass eigenstates of the B0
s meson, which is an equal mixture of

CP eigenstates that correspond to mass eigenstates in the absence of CP

violation in the B0
s system.

1.3 B0
s overview. Motivation for this thesis

A B0
s meson is composed of a s quark and a b antiquark, currently its mea-

sured mass is of 5366.3 ± 0.6 MeV [12]. The best lifetime measurements for

this bottom-strange meson, published before this thesis, can be seen in fig-

ure 1.2. It is clear that statistical errors are at around 10% at best, which is

due to the limited statistics accumulated by these experiments. Furthermore,

B-factories like BaBar at SLAC in California and Belle at KEK in Japan, do

not have enough energy to produce enough statistics for B0
s studies.

Henceforth, the main objective of the work presented in this thesis is to
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Figure 1.2: Previous B0
s lifetime measurements [12].

make a very precise measurement of the lifetime of the B0
s , that is, with

the the smallest error ever recorded to make it the best of its kind. Also

motivating this work and as hinted in section 1.2, HQE predictions can be

tested measuring the lifetime of the bottom-strange meson B0
s and comparing

it to that of B0. A final motivating factor for this measurement will be

explained with greater detail in section 1.3.2.

1.3.1 Why use B0
s → D−

s µ
+νX?

Having decided to measure B0
s ’s lifetime, the next step is to choose a decay

channel for it. The basic idea is that we have to take our detector in mind

and know its strengths and weaknesses, in order to obtain higher statistics

with a cleaner signal (the most significant over the noise). Figure 1.3 lists the

decay channels with higher probabilities. From it, it is clear that with a 93%

chance a B0
s will decay into some combination containing a charmed-strange

meson D−
s (c̄, s), plus something else.

Now, the particular channel with the highest probability is the semilep-

tonic decay in which B0
s decays into a D−

s , a lepton and its corresponding

neutrino, plus something else. The probability is high compared to other
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channels, but it has an important drawback: the neutrino. Our detector

can’t “see” neutrinos, so we will not be able to fully reconstruct the B0
s

which we want to measure. But on the other hand, there is an extremely im-

portant postive factor about this decay: if the lepton is a muon, then we can

make use of DØ’̃s muon detectors and single-muon trigger to greatly reduce

the combinatorial background in our data selection and event reconstruction

process. The single-muon trigger translates to a proper identification of a

charged track as a muon, whereas tracks recorded at DØ’̃s central tracking

system (section 3.4) will not be properly identified since that system lacks

the ability to do so.

Figure 1.3: Selected B0
s decay modes. Highest (Γi/Γ) fraction modes are

shown [12].
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Looking at the rest of decay channels on figure 1.3, and taking into

account that the more charged tracks we introduce (like pions), the more

our combinatorial background will increase, we choose the decay channel

B0
s → D−

s µ
+νX as our best option, not a fully reconstructable channel, but

one with cleaner signals due to the detector’s abilities to properly identify

muons. Next, we are faced with another decay channel decision, the D−
s .

Figure 1.4: D+
s hadronic decay modes (with a KK̄ pair). Highest (Γi/Γ)

fraction modes are shown [12].

The D−
s originating from a B0

s decay will, in turn, also decay and there

are many ways it could do it, the most probable of which are shown in

figure 1.4. These modes all end up with a KK̄ pair, two charged tracks we

can look for using the central tracking system. Looking at the modes with

higher probabilities, we discard those with neutral particles which will decay

in photons like the π0 or the K̄0. We are left with two channels of interest:
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D−
s → K−K+π− and D−

s → φπ−. In the first case we have 3 charged

tracks (K−, K+, π−), in the latter the φ will decay through φ → K−K+, so

in the end it will also have the same 3 tracks. The big difference though,

is that through the φ decay, we can restrict a couple of the kaons to be

consistent with the φ’s mass, while in the first case, were we directly have

theD−
s → K−K+π− decay, we dont have this condition to clean our signal, so

we will end up with a lot more statistics, but most of which will be unwanted

combinatorial background noise.

Figure 1.5: Graphic representation of the semileptonic decay channel B0
s →

D−
s µ

+νX.

Having chosen our decay channels one after another in order to get the

highest probability modes while thinking ahead and keeping in mind our

detector’s capabilities to properly identify particles and our abilities to filter

our data for cleaner signals, we are left with the best choice of decay mode

to make the lifetime measurement we are after. This decay mode can be

summarized through figure 1.5. The primary vertex (PV) is located at the

pp̄ collision point spotted on the beampipe, B0
s is thought to originate here

and travel until it decays at what its called the secondary vertex (SV). The

distance it travels from PV to SV is called the Decay Length and it will be
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discussed further on section 4.4, since measuring it is critical in reaching our

goal.

1.3.2 Determining ∆Γs from Bs → D−
s µ

+X

Using the flavor specific decay Bs → D−
s µ

+X we could test the sensitivity

on the determination of lifetime differences between the CP even and CP

odd eigenstates of the B0
s meson. For this thesis, we will perform the life-

time measurement of the B0
s meson using the assumption that the lifetime

difference between CP eigenstates is zero. However, recent results from DØ

[19] and CDF [20] enforce the hypothesis of different widths for each B0
s,heavy

and B0
s,light

eigenstates of the B0
s B̄

0
s system.

It is well known that in the Standard Model (SM), the B0
s mesons exist

in two eigenstates of CP : |Beven
s 〉 = 1√

2
(|B0

s〉−|B̄0
s〉), and |Bodd

s 〉 = 1√
2
(|B0

s〉+
|B̄0

s〉) with CP |B0
s〉 = −|B̄0

s 〉. The mass eigenstates at time t = 0, BH
s and

BL
s , (where H means “heavy” and L means “light”) are linear combinations

of |B0
s〉 and |B̄0

s〉 too, e.g.:

|BH
s 〉 = p|B0

s〉 − q|B̄0
s〉, |BL

s 〉 = p|B0
s〉 + q|B̄0

s〉, (1.1)

with p2 + q2 = 1. In the SM, these mass eigenstates are approximately the

CP eigenstates.

The mass and lifetime differences of the two mass eigenstates are defined

by

∆m = mH −mL, ∆Γ = ΓL − ΓH , Γ =
ΓH + ΓL

2
, (1.2)

where mH,L and ΓH,L are the mass and decay width of BH
s and BL

s . Width

difference in B0
s system is expected to be large in comparison with B0 system,

where is almost null. It is also expected that B0
s mesons are produced in an

equal mixture of BH
s and BL

s , and its decay length distribution is described

by a function [21] like
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F (t) = e−ΓH t + e−ΓLt with ΓL,H = Γ ± ∆Γ/2, (1.3)

instead of just one exponential lifetime e−Γt, which is the functional form

used in the measurement of the B0
s lifetime assuming a single lifetime (or

∆Γ = 0).

It can be shown that the B0
s lifetime, τ(B0

s ), obtained from a fit assuming

the single lifetime, is related with the total decay width, Γ, and the width

difference ∆Γ by the relation

τ(B0
s ) =

1

Γ

1 + (∆Γ/2Γ)2

1 − (∆Γ/2Γ)2
. (1.4)

Determining ∆Γs using the expected result from this thesis serves as

part of the motivation for this work, although the particular results for this

measurement will not be reported here, since this is a subject pending the

DØ collaboration’s approval, but it is work in progress and can be left as a

“further study” note.

1.4 Fermilab

Fermi National Accelerator Laboratory (Fermilab), located in Batavia near

Chicago, Illinois, is a U.S. Department of Energy national laboratory spe-

cializing in high-energy particle physics. Fermilab’s Tevatron is a landmark

particle accelerator; at 3.9 miles (6.3 km) in circumference, it is the world’s

second largest energy particle accelerator (the CERN LHC is 27 kilometres in

circumference), you can see a satellite view of the site on Fig. 1.6. In addition

to high energy collider physics done at the DØ and Collider Detector at Fer-

milab (CDF) facilities, Fermilab is also host to a number of smaller fixed

target experiments and neutrino experiments, such as MiniBooNE (Mini

Booster Neutrino Experiment), SciBooNE (SciBar Booster Neutrino Exper-

iment) and MINOS (Main Injector Neutrino Oscillation Search).
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Figure 1.6: A satellite view of Fermilab. The circular structures in the
southwest corner (bottom left) are the Main Injector Ring and Tevatron [24].

The four-mile-long Tevatron with its superconducting magnets is the sec-

ond most powerful particle accelerator in the world (LHC being the most

powerful). Traveling at almost the speed of light, protons and antiprotons

circle the Tevatron in opposite directions. Physicists coordinate the beams

so that they collide at the centers of two 5,000-ton detectors DZero and CDF

inside the Tevatron tunnel at energies of 1.96 trillion electron volts (TeV),

revealing the conditions of matter in the early universe and its structure at

the smallest scale [24].
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1.4.1 DØ Collaboration and my service on site

The DØ detector will be described in detail in chapter 3, but as a collabora-

tion, it is an international effort of about 550 physicists from 89 universities

and national laboratories from 18 countries. As a PhD student aspiring to

become part of such a collaboration, earning the right to use their facilities

and data comes with a few obligations. First and foremost, you need to be

on site and devote your time and effort to the operation and maintenance of

the detector itself.

For that, I was working at DØ for over a year and half. Started off as a

Silicon Microstrip Tracker (SMT) shifter, learning the ropes of that partic-

ular system while also taking Radiological Worker basic training. The DØ

control room works 24/7 and there are always at least 4 people supervising its

operations, with on-call experts for each system ready to assist at any time.

Once I understood the SMT’s operations and dived deeper into the group

working on it, I managed to get a spot as a SMT Expert, which added a

lot of responsibilities to my work. These included everything from managing

the SMT’s channel archives, debugging code for the system or subsystems,

running tests and studies to improve the SMT’s performance, controls and

overall operation; testing, repairing and replacing malfunctioning hardware;

to developing tools that could be more user friendly to the shifters, the regu-

lar operators. Not to mention the one in every five weeks that I was on-call,

fully and personally responsible for the SMT’s operations and well being for

a 7 day period, ready to be on site at anytime needed.

The control room was running short on DAQ shifters, so later on I volun-

teered to take on that “sidejob”, and I believe the control room was happy to

get a DAQ shifter with SMT expertise status. The DAQ shifter is a crucial

element in the control room, he or she is the one with full control on the data

taking, which in turn translates to how efficient the detector is in recording

data to disc, and making sure its good data at that.

A DAQ shifter doesn’t need to be an expert on any of the other systems
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in particular, but a reliable DAQ shifter knows enough of them all to have a

better grasp in any situation. DAQ shiters don’t call the shots, but undoubt-

edly they are critical in running the show in the control room. DAQ shifts

are for 8 hours, 7 days in a row, once every 3 weeks. You start with the day

shift, move onto the evening shift and finish with the night shift, one week

at a time. Then you start all over again, and I did this for about 6 months.

Figure 1.7: DØ Silicon Microstrip Tracker team of experts as of August
2006. Back row, from left: Michele Weber, Mike Utes, Kristian Harder,
Derek Strom. Front row, from left: Dmitri Tsybychev, Kazu Hanagaki,
Marco Carrasco. Not pictured: Michael Kirby, group leader.

None of the work I performed while I was stationed at DØ had any direct

impact on the thesis research presented here. My work there was to help

future generations of students get the data they will need, much like I was

able to do research on data I didn’t take myself, but someone else took

before I was even a PhD student. Therefore my contribution to DØ was very

satisfying, and even though you get the chance to work with many people

from all over the world in order to develop new research and perhaps publish
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other articles, my main satisfaction came from the everyday supervising and

operation on the SMT system and the DØ detector as a whole, looking to

improve its efficiency while knowing that the data being collected would

eventually find a young researcher like myself to analyze and make the best

use of.
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Chapter 2

Theoretical Background

This chapter provides some of the theoretical background needed to interpret

the measurement studied in this thesis, most of which was taken from the

workshop “B Physics at the Tevatron: Run II and Beyond” [25], held at Fer-

milab in 2001. The theory of b decays requires some elementary concepts on

symmetries and mixing, some knowledge of the standard electroweak theory,

and some information on how the b quark is bound into hadrons. The Stan-

dard Model, in which quark masses, flavor violation, and CP violation all

arise from Yukawa interactions among the quark fields and the Higgs field,

still serves as the current foundation for discussing flavor physics.

2.1 CP Violation and the CKM matrix

Let us begin by recalling some of the most elementary aspects of particle

physics. Experiments have demonstrated that there are several species, or

flavors, of quarks and leptons. They are the down-type quarks (d, s, b),

up-type quarks (u, c, t), charged leptons (e, µ, τ), and neutrinos (νe, νµ, ντ ).

They interact through the exchange of gauge bosons: the weak bosons W±

and Z0, the photon, and the gluons. Experiments of the past decade have

verified the SU(3) × SU(2) × U(1) gauge structure of elementary particle
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interactions, in a comprehensive and very precise way. By comparison, tests

of the flavor interactions are not yet nearly as broad or detailed.

The Cabibbo-Kobayashi-Maskawa (CKM) matrix contains a CP violat-

ing parameter for three generations. By construction, the CKM matrix is

unitary, which implies several relations among its entries and, hence, be-

tween CP conserving and CP violating observables. Furthermore, the same

construction shows how, in the Standard Model, neutral currents conserve

flavor at the tree level, which is known as the Glashow-Iliopoulos-Maiani

(GIM) effect.

In the standard, one-doublet, model, we see that flavor and CP violation

arise solely through the CKM matrix. Furthermore, in more general settings,

the CKM matrix can still arise, but there may be other sources of CP viola-

tion as well. If the CKM matrix is the only source of CP violation, there are

many relations between CP -conserving and CP violating observables that

arise from the fact that V is a unitary matrix.

To emphasize the physical transitions associated with the CKM matrix,

it is usually written

V =







Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb






, (2.1)

so that the entries are labeled by the quark flavors. Because V is unitary,

|Vud|2 + |Vus|2 + |Vub|2 = 1, and similarly for all other rows and columns.

Even more interesting constraints come from the orthogonality of columns

(or rows) of a unitary matrix. Taking the first and third columns of V , one

has

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 . (2.2)

Equation (2.2) says that the three terms in the sum trace out a triangle on

the complex plane. Because it is a consequence of the unitarity property

of V , this triangle is called the “unitarity triangle,”
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*
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*
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(ρ,η)
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Figure 2.1: The unitarity triangle. The version on the left directly expresses
Eq. (2.2). The rescaled version shows the definition of (ρ̄, η̄).

shown in Fig. 2.1.

The lengths of the sides are simply |VudV
∗
ub|, etc., and the angles are

α = arg

[

− VtdV
∗
tb

VudV ∗
ub

]

, β = arg

[

−VcdV
∗
cb

VtdV ∗
tb

]

, γ = arg

[

−VudV
∗
ub

VcdV ∗
cb

]

.

(2.3)

The notation β ≡ φ1, α ≡ φ2, γ ≡ φ3 is also used. By construction

α + β + γ = π. The unitarity triangle(s) are useful because they provide a

simple, vivid summary of the CKM mechanism. Separate measurements of

lengths, through decay and mixing rates, and angles, through CP asymme-

tries, should fit together. Furthermore, when one combines measurements—

from the B, Bs, K, and D systems, as well as from hadronic W decays—all

triangles should have the same area and orientation. If there are non-CKM

contributions to flavor or CP violation, however, the interpretation of rates

and asymmetries as measurements of the sides and angles no longer holds.

The triangle built from experimentally defined sides and angles will not fit

with the CKM picture.

In the parameterization favored by the Particle Data Book [12]
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V =







c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13

s12s23 − c12c23s13e
iδ13 −c12s23 − s12c23s13e

iδ13 c23c13






,

(2.4)

where cij = cos θij and sij = sin θij . The real angles θij may be chosen so

that 0 ≤ θij ≤ π/2, and the phase δ13 so that 0 ≤ δ13 < 2π.

A convenient parameterization of the CKM matrix is due to Wolfen-

stein [1]. It stems from the observation that the measured matrix obeys a

hierarchy, with diagonal elements close to 1, and progressively smaller ele-

ments away from the diagonal. This hierarchy can be formalized by defining

λ, A, ρ, and η via

λ ≡ s12 , A ≡ s23/λ
2 , ρ+ iη ≡ s13e

iδ13/Aλ3 . (2.5)

From experiment λ ≈ 0.22, A ≈ 0.8, and
√

ρ2 + η2 ≈ 0.4, so it is phe-

nomenologically useful to expand V in powers of λ:

V =







1 − 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1 − 1
2
λ2 Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1






+ O(λ4) . (2.6)

It is customary to rescale Eq. (2.2) by the common factor Aλ3, to focus

on the less well-determined parameters (ρ, η). In the context of the Wolfen-

stein parameterization, there are many ways to do this. Since we anticipate

precision in experimental measurements, and also in theoretical calculations

of some important hadronic transition amplitudes, it is useful to choose an

exact rescaling. We choose to divide all three terms in Eq. (2.2) by VcdV
∗
cb

and define
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ρ̄+ iη̄ ≡ −VudV
∗
ub

VcdV
∗
cb

. (2.7)

Then the rescaled triangle, also shown in Fig. 2.1, has its apex in the

complex plane at (ρ̄, η̄). The angles of the triangle are easily expressed

α = tan−1

(

η̄

η̄2 + ρ̄(ρ̄− 1)

)

, β = tan−1

(

η̄

1 − ρ̄

)

, γ = tan−1

(

η̄

ρ̄

)

,

(2.8)

Since η̄, ρ̄, and 1 − ρ̄ could easily be of comparable size, the angles and,

thus, the corresponding CP asymmetries could be large.

At the Tevatron there is also copious production of Bs mesons. The

corresponding unitarity triangle is

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0 , (2.9)

replacing the d quark with s. In Eq. (2.9) the first side is much shorter

than the other two. Therefore, the opposing angle

βs = arg

[

−VtsV
∗
tb

VcsV ∗
cb

]

= λ2η + O(λ4) (2.10)

is small, of order one degree. Therefore, the asymmetries in Bs → ψη(′)

and Bs → ψφ are much smaller than in the corresponding B decays. On the

other hand, this asymmetry is sensitive to new physics in B0
s − B0

s mixing.

In the standard model mixing is induced by loop processes. When, as here,

there is also Cabibbo suppression, it is easy for the non-standard phenomena

to compete. Thus, in the short term a measurement of βs represents a search

for new physics, whereas in the long term it would be a verification of the

CKM picture.
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Figure 2.2: Standard Model box diagrams inducing B0
d − B0

d mixing.

2.2 B0
s−B0

s mixing

In the following, the notation B0 represents either of the two neutral B meson

species with the standard convention that B0 (B0) contains a b antiquark

(a b quark). B0−B0 mixing refers to transitions between the two flavor

eigenstates |B0〉 and |B0〉. In the Standard Model B0−B0 mixing is caused

by the fourth order flavor-changing weak interaction described by the box

diagrams in Fig. 2.2.

Such transitions are called |∆B|=2 transitions, because they change the

bottom quantum number by two units. In the Standard Model |∆B| = 2

amplitudes are small, so measurements of B0−B0 mixing could easily be

sensitive to new physics.

B0 −B0 mixing induces oscillations between B0 and B0. An initially

produced B0 or B0 evolves in time into a superposition of B0 and B0. Let

|B0(t)〉 denote the state vector of a B meson which is tagged as a B0 at

time t = 0, i.e., |B0(t = 0)〉 = |B0〉. Likewise |B0(t)〉 represents a B meson

initially tagged as a B0. The time evolution of these states is governed by a

Schrödinger equation:

d

d t

( |B(t)〉
|B(t)〉

)

=

(

M − i
Γ

2

) ( |B(t)〉
|B(t)〉

)

. (2.11)

The mass matrix M and the decay matrix Γ are t-independent, Hermitian
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2 × 2 matrices. CPT invariance implies that

M11 = M22 , Γ11 = Γ22 . (2.12)

|∆B|=2 transitions induce non-zero off-diagonal elements in (2.11), so that

the mass eigenstates of the neutral B meson are different from the flavor

eigenstates |B0〉 and |B0〉. The mass eigenstates are defined as the eigen-

vectors of M − iΓ/2. We express them in terms of the flavor eigenstates

as

Lighter eigenstate: |BL〉 = p|B0〉 + q|B0〉 ,
Heavier eigenstate: |BH〉 = p|B0〉 − q|B0〉 , (2.13)

with |p|2 + |q|2 = 1. Note that, in general, |BL〉 and |BH〉 are not orthogonal

to each other.

The time evolution of the mass eigenstates is governed by the two eigen-

values MH − iΓH/2 and ML − iΓL/2:

|BH,L(t)〉 = e−(iMH,L+ΓH,L/2)t |BH,L〉 , (2.14)

where |BH,L〉 (without the time argument) denotes the mass eigenstates at

time t = 0: |BH,L〉 = |BH,L(t = 0)〉. We adopt the following definitions for

the average mass and width and the mass and width differences of the B

meson eigenstates:

m =
MH +ML

2
= M11 , Γ =

ΓL + ΓH

2
= Γ11 ,

∆m = MH −ML , ∆Γ = ΓL − ΓH .
(2.15)

∆m is positive by definition. In our convention the Standard Model predic-

tion for ∆Γ is positive.

We can find the time evolution of |B(t)〉 and |B(t)〉 as follows. We first
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invert (2.13) to express |B0〉 and |B0〉 in terms of the mass eigenstates and

using their time evolution in (2.14):

|B0(t)〉 =
1

2p

[

e−iMLt−ΓLt/2 |BL〉 + e−iMHt−ΓH t/2 |BH〉
]

,

|B0(t)〉 =
1

2q

[

e−iMLt−ΓLt/2 |BL〉 − e−iMH t−ΓH t/2 |BH〉
]

. (2.16)

These expressions will be very useful in the discussion of Bs mixing. With

(2.13) we next eliminate the mass eigenstates in (2.16) in favor of the flavor

eigenstates:

|B0(t)〉 = g+(t) |B0〉 +
q

p
g−(t) |B0〉 ,

|B0(t)〉 =
p

q
g−(t) |B0〉 + g+(t) |B0〉 , (2.17)

where

g+(t) = e−imt e−Γt/2

[

cosh
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4
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4
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2

]

,

g−(t) = e−imt e−Γt/2

[

− sinh
∆Γ t

4
cos

∆mt

2
+ i cosh

∆Γ t

4
sin

∆mt

2

]

.(2.18)

Note that—owing to ∆Γ 6= 0—the coefficient g+(t) has no zeros, and g−(t)

vanishes only at t = 0. Hence an initially produced B0 will never turn into

a pure B0 or back into a pure B0.

2.3 Heavy Quark Effective Theory

The dominant weak decays of hadrons containing a heavy quark, c or b, are

caused by the decay of the heavy quark. In the limit of a very large mass

mQ of a heavy quark Q the parton picture of the hadron decay should set

in, where the inclusive decay rates of hadrons, containing Q, mesons (Qq̄)
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and baryons (Qqq), are all the same and equal to the inclusive decay rate

Γparton(Q) of the heavy quark. Yet, the known inclusive decay rates are

conspicuously different for different hadrons, especially for charmed hadrons,

whose lifetimes span a range of more than one order of magnitude from the

shortest τ(Ωc) = 0.064 ± 0.020 ps to the longest τ(D+) = 1.057 ± 0.015 ps,

while the differences of lifetime among b hadrons are substantially smaller.

The relation between the relative lifetime differences for charmed and b

hadrons reflects the fact that the dependence of the inclusive decay rates on

the light quark-gluon ‘environment’ in a particular hadron is a pre-asymptotic

effect in the parameter mQ, which effect vanishes as an inverse power of mQ

at large mass. A theoretical framework for systematic description of the

leading at mQ → ∞ term in the inclusive decay rate Γparton(Q) ∝ m5
Q as well

as of the terms relatively suppressed by inverse powers of mQ is provided by

the Operator Product Expansion (OPE) in m−1
Q . A very successful theory

to describe the decay of the meson containing a heavy and a light quark is

the Heavy Quark Effective Theory (HQET). In the HQET the Lagrangian

is expressed in an OPE expansion. In practice only the b and c quarks have

masses large enough that HQET is valid, it does not apply to the top quark

since it decays before hadronization. Using this theory, the Bs/B
0 lifetime

ratio has been calculated to be Bs/B
0 = 1 ± 0.01. This is a very precise

prediction, hence lifetime ratios can be a powerful tool to test the Standard

Model.

In section 1.2, it was mentioned that the spectator model predicts that

all hadrons with the same heavy flavor content have identical lifetimes. In

the spectator model, a heavy quark (b or c) in a hadron is bound to the

lighter “spectator” quark(s). For as long as the spectator holds, the decay

is governed by the weak decay of the Q, and, for this reason, the lifetime

of all hadrons containing Q are the same and equal to that of a free Q.

However lifetimes of B hadrons have been experimentally observed to follow

a hierarchy scheme:
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τBc < τbarion < τBs ≤ τBd
< τBu (2.19)

On the phenomenological level, the main mechanism generating the ob-

served hierarchy of B hadrons are Pauli interference, Weak annihilation, and

Weak Exchange.
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Chapter 3

The Run IIa DØ Detector

In the present chapter the proton-antiproton production is described followed

by a short description of their acceleration on and into the Tevatron. After

this we find a description of our experimental setup: the DØ Detector, sum-

marizing each of its subsystem’s specifications and purposes. The publication

“The Upgraded DØ Detector” [26] was used and can be referred to in order

to revise the specs in greater detail.

The DØ detector is one of two multi-purpose physics detectors located on

the Tevatron accelerator at Fermilab, Batavia, IL, USA. The DØ experiment

was proposed in 1983 to study proton-antiproton collisions at a center-of-

mass energy of 1.8 TeV at the Fermilab Tevatron collider. The focus of

the experiment was the study of high mass states and large pT phenomena.

The detector performed very well during Run I of the Tevatron, 1992–1996,

leading to the discovery of the top quark and measurement of its mass, a

precision measurement of the mass of theW boson, detailed analysis of gauge

boson couplings, studies of jet production, and greatly improved limits on

the production of new phenomena such as leptoquarks and supersymmetric

particles, among many other accomplishments.

During Run I, the Tevatron operated using six bunches each of protons

and antiprotons, with 3500 ns between bunch crossings and a center-of-mass
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energy of 1.8 TeV. The peak luminosity was typically 1–2×1031 cm−2s−1

and approximately 120 pb−1 of data were recorded by DØ. Following the

completion of the new Main Injector and associated Tevatron upgrades, the

collider began running again in 2001. In Run II, which began in March

2001, the Tevatron is operated with 36 bunches of protons and antiprotons

with a bunch spacing of 396 ns and at an increased center-of-mass energy of

1.96 TeV. The instantaneous luminosity increased by more than a factor of

ten to greater than 1032 cm−2s−1.

Figure 3.1: Diagram of the upgraded DØ detector, as installed in the collision
hall and viewed from inside the Tevatron ring. The forward proton detector
is not shown. The detectors in the central region of the detector are shown
in Fig. 3.3.

The detector consists of three major subsystems: central tracking de-

tectors, uranium/liquid-argon calorimeters, and a muon spectrometer. The

central tracking system was completely replaced from Run I to Run II. The

old system lacked a magnetic field and suffered from radiation damage, and

improved tracking technologies are now available. The new system includes a

silicon microstrip tracker and a scintillating-fiber tracker located within a 2 T
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solenoidal magnet. The silicon microstrip tracker is able to identify displaced

vertices for b-quark tagging. The magnetic field enables measurement of the

energy to momentum ratio (E/p) for electron identification and calorimeter

calibration, opens new capabilities for tau lepton identification and hadron

spectroscopy, and allows precision muon momentum measurement. Between

the solenoidal magnet and the central calorimeter and in front of the forward

calorimeters, preshower detectors were added for improved electron iden-

tification. In the forward muon system, proportional drift chambers were

replaced by mini drift tubes and trigger scintillation counters that can with-

stand the harsh radiation environment and additional shielding was added.

In the central region, scintillation counters were added for improved muon

triggering. A forward proton detector for the study of diffractive physics was

also added. A side view of the upgraded DØ detector is shown in Figure 3.1.

3.1 p and p production

The initial stage in the production of protons and antiprotons is a Cockcroft-

Walton pre-accelerator. Here hydrogen atoms are ionised to make H− ions,

which are then accelerated through the iniial stages of the accelerator com-

plex. The Cockcroft-Walton machine accelerates the ions to an energy of

about 750 keV, before feeding them into a linear accelerator where they are

accelerated to 400 MeV. After this stage the electrons are removed from the

ions to leave protons, by passing the beam of ions through a carbon foil.

The protons then enter a synchrotron accelerator, known as the Booster,

and are accelerated to around 8 GeV before entering the Main Injector, a

synchrotron with a 3km circumference. The Main Injector sends protons into

the Tevatron, at an energy of 150 GeV, or to the Antiproton Source, at 120

GeV. To produce antiprotons, the protons at 120 GeV are collided witha

nickel target. These collisions produce antiprotons as well as other particles,

so the antiprotons are separated using bending magnets as a charge-mass
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spectrometer. Antiprotons are stored in the accumulator ring until they can

be sent to the Main Injector, from which they are injected into the Tevatron.

Figure 3.2: Fermilab’s Accelerator Rings [24].

3.2 The Tevatron

The Tevatron provides the final acceleration stage before collisions. It is

a superconducting synchrotron with a circumference of six kilometers, and

while the data for this thesis were taken, it was the highest energy accelerator

in the world. The protons and antiprotons are accelerated from 150 GeV to

their collision energy of 980 GeV. Once collision energy is reached, the beams

are focused for collisions in the two detectors. The protons and antiprotons

circle in bunches, with bunch crossings occurring every 396 ns in the center

of the detectors. The beams continue to circle and collisions are recorded

for several hours, during a period known as a store. Collisions and loss
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of particles from the beams reduce the luminosity, and severals hours after

collisions are initiated, the beams are dumped and a new store is started.

3.3 The DØ Detector Coordinate System

A right-handed system of coordinates with origin at the center of the detector

is used. The z -axis lies along the beam axis, pointing in the direction of the

proton beam, and the y-axis points vertically upward. This means that the

x -axis points away from the centre of the Tevatron ring. Often spherical

polar coordinates are used, with the radial coordinate r lying perpendicular

to the beam direction and the azimuthal angle given by φ = arctan(y/x).

The polar angle θ = arctan(r/z) is usually replaced by the pseudorapidity,

η, which is defined as

η = −ln(tan
θ

2
) (3.1)

The pseudorapidity is an approximation of the rapidity

y =
1

2
ln(

E + pz

E − pz
) (3.2)

for E¿¿m, where E, p and m are the energy, momentum and mass of a

particle respectively. The two quantities are identical for massless particles.

The term transverse refers to the (x, y) plane, and quantitties are often

measured in this plane, such as the transverse momentum, pT = psinθ, and

the transverse energy, ET = Esinθ. The term forward refers to points at

large |z|.

3.4 Central Tracking System

Excellent tracking in the central region is necessary for studies of top quark,

electroweak, and b physics and to search for new phenomena, including the
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Higgs boson. The central tracking system consists of the silicon microstrip

tracker (SMT) and the central fiber tracker (CFT) surrounded by a solenoidal

magnet. It surrounds the DØ beryllium beam pipe, which has a wall thick-

ness of 0.508 mm and an outer diameter of 38.1 mm, and is 2.37 m long. The

two tracking detectors locate the primary interaction vertex with a resolu-

tion of about 35 µm along the beamline. They can tag b-quark jets with an

impact parameter resolution of better than 15 µm in r− φ for particles with

transverse momentum pT > 10 GeV/c at |η| = 0. The high resolution of the

vertex position allows good measurement of lepton pT , jet transverse energy

(ET ), and missing transverse energy E/T . Calibration of the electromagnetic

calorimeter using E/p for electrons is now possible.

Figure 3.3: Cross-sectional view of the new central tracking system in the
x − z plane. Also shown are the locations of the solenoid, the preshower
detectors, luminosity monitor, and the calorimeters.

Both the SMT and CFT provide tracking information to the trigger.

The SMT provides signals to the Level 2 and 3 trigger systems and is used
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to trigger on displaced vertices from b-quark decay. The CFT provides a

fast and continuous readout of discriminator signals to the Level 1 trigger

system; upon a Level 1 trigger accept, track information based on these

signals is sent to Level 2. The Level 3 trigger receives a slower readout of the

CFT’s digitized analog signals, in addition to the discriminator information

available at Level 1 and Level 2. A schematic view of the central tracking

system is shown in Figure 3.3.

3.4.1 Silicon Microstrip Tracker (SMT)

The SMT provides both tracking and vertexing over nearly the full η coverage

of the calorimeter and muon systems. Design of the detector, electronics,

and cooling are, in large part, dictated by the accelerator environment. The

length of the interaction region (σ ≈ 25 cm) sets the length scale of the

device. With a long interaction region, it is a challenge to deploy detectors

such that the tracks are generally perpendicular to detector surfaces for all η.

This led to a design of barrel modules interspersed with disks in the center

and assemblies of disks in the forward regions. The barrel detectors primarily

measure the r − φ coordinate and the disk detectors measure r − z as well

as r − φ. Thus vertices for particles at high η are reconstructed in three

dimensions by the disks, and vertices of particles at small values of η are

measured in the barrels and central fiber tracker. This design poses difficult

mechanical challenges in arranging the detector components and minimizing

dead areas while providing sufficient space for cooling and cables.

An isometric view of the SMT is shown in Figure 3.4. The detector has

six barrels in the central region. Each barrel has four silicon readout layers.

The silicon modules installed in the barrels are called “ladders.” Layers 1

and 2 have twelve ladders each; layers 3 and 4 have twenty-four ladders each,

for a total of 432 ladders. Each barrel is capped at high |z| with a disk of

twelve double-sided wedge detectors, called an “F-disk.” Forward of the three

disk/barrel assemblies on each side is a unit consisting of three F-disks. In the
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Figure 3.4: The disk/barrel design of the SMT.

far forward regions, two large-diameter disks, “H-disks,” provide tracking at

high |η|. Twenty-four full wedges, each consisting of two back-to-back single-

sided “half” wedges, are mounted on each H-disk. There are 144 F-wedges

and 96 full H-wedges in the tracker; each side of a wedge (upstream and

downstream) is read out independently. There is a grand total of 912 readout

modules, with 792,576 channels. The centers of the H-disks are located at

|z| = 100.4, 121.0 cm; the F-disks are at |z| = 12.5, 25.3, 38.2, 43.1, 48.1,

and 53.1 cm. The centers of the barrels are at |z| = 6.2, 19.0, 31.8 cm. The

SMT is read out by custom-made 128-channel SVXIIe readout chips.

The SMT uses a combination of single-sided (SS), double-sided (DS),

and double-sided double-metal (DSDM) technologies. Silicon sensors were

obtained from three manufacturers. Single-sided and double-sided devices

were produced from high resistivity 4” silicon wafers, with crystal orientation

<111> and <100>. The 90◦ stereo sensors used in layers 1 and 3 of the

four centermost barrels are DSDM sensors, manufactured using <100> 6”

wafers. Isolation on the n-side of all double-sided sensors is provided by p-

stop implants. All traces are biased using polysilicon resistors. Table 3.1

shows the sensor types used in the SMT and their locations. A sketch of a

double-sided 2◦ ladder with nine SVXIIe readout chips is shown in Figure 3.5.
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Table 3.1: Characteristics and deployment of various sensor types in the
SMT. i indicates the length of the inner H-disk sensor; o is the length of the
outer H-disk sensor.

Module Type Layer Pitch
(µm)
p/n

Length
(cm)

Inner
radius
(cm)

Outer
radius
(cm)

F-disks DS – 50/62.5 7.93 2.57 9.96
H-disks SS – 40

80 readout
7.63i

6.33o

9.5 26

Central DSDM 1, 3 50/153.5 12.0 2.715 7.582
barrels (4) DS 2, 4 50/62.5 6.0 4.55 10.51

Outer SS 1, 3 50 6.0 2.715 7.582
barrels (2) DS 2, 4 50/62.5 6.0 4.55 10.51

Figure 3.5: Double-sided ladder design, n-side. The SVXIIe readout chips
shown as dashed lines are located on the p-side of the ladder.
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3.4.2 Central Fiber Tracker (CFT)

The CFT consists of scintillating fibers mounted on eight concentric support

cylinders and occupies the radial space from 20 to 52 cm from the center of

the beampipe. To accomodate the forward SMT H-disks, the two innermost

cylinders are 1.66 m long; the outer six cylinders are 2.52 m long. The outer

cylinder provides coverage for |η| ∼< 1.7. Each cylinder supports one doublet

layer of fibers oriented along the beam direction (z) and a second doublet

layer at a stereo angle in φ of +3◦ (u) or −3◦ (v). Doublet layers with

fibers oriented along the beam axis are referred to as axial layers, while the

doublet layers oriented at small angles are referred to as stereo layers. From

the smallest cylinder outward, the fiber doublet orientation is zu−zv−zu−
zv − zu − zv − zu − zv. The scintillating fibers are coupled to clear fiber

waveguides which carry the scintillation light to visible light photon counters

(VLPCs) for read out. The small fiber diameter (835 µm) gives the CFT an

inherent doublet layer resolution of about 100 µm as long as the location of

the individual fibers is known to better than 50 µm.

Discriminator signals from the axial doublet layers are used to form a fast

Level 1 hardware trigger based upon the number of track candidates above

specified pT thresholds (with a minimum threshold of 1.5 GeV/c). Level 1

track candidates are used by the Level 2 trigger, while the Level 3 trigger

uses the full CFT readout information.

The scintillating fibers, including the cladding, are 835 µm in diameter

and 1.66 or 2.52 m in length. They are optically connected to clear fiber

waveguides of identical diameter which are 7.8 to 11.9 m long. The fibers

have a multi-clad structure consisting of a core surrounded by two claddings.

The scintillating fiber is structurally and chemically similar to the clear fiber,

but contains fluorescent dyes. The CFT uses about 200 km of scintillating

fiber and 800 km of clear fiber.

Light production in the fibers is a multistep process. The base core

material is polystyrene (PS). The PS is doped with the organic fluorescent
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dye paraterphenyl (pT) to about 1% by weight. Excitations in the PS are

rapidly transferred to the pT via a non-radiative dipole-dipole interaction.

pT has a rapid fluorescence decay (a few nanoseconds) and a short emission

wavelength (≈ 340 nm). The mean free path of the emitted light is only a few

hundred microns in the PS. To get the light out of the detector, a secondary

wave-shifter dye, 3-hydroxyflavone (3HF), is added at a low concentration

(1500 ppm). The 3HF is spectrally matched to the pT but has minimal

optical self-absorption. The 3HF absorbs the 340 nm radiation from the pT

and re-emits it at 530 nm which is well-transmitted in PS.

Figure 3.6: A VLPC cassette supporting AFE readout boards as viewed from
the left side. The VLPC hybrids are located on the isotherms housed inside
the copper cup shown at the bottom of the figure.

The light generated by the passage of charged particles through the scin-
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tillating fibers of the CFT is converted into electrical signals by the VLPCs

housed in the VLPC cassettes, see figure 3.6. VLPCs are impurity-band sili-

con avalanche photodetectors that operate nominally at 9 K, and are capable

of detecting single photons. They provide fast response, excellent quantum

efficiency (≥75%), high gain (22,000 to 65,000), low gain dispersion, and the

capability of functioning in a high background environment.

3.5 Solenoidal Magnet

The superconducting solenoidal magnet was designed to optimize the mo-

mentum resolution, δpT/pT , and tracking pattern recognition within the

constraints imposed by the Run I detector. The overall physical size of the

magnet was determined by the available space within the central calorimeter

vacuum vessel: 2.73 m in length and 1.42 m in diameter. We selected a

central field of 2 T after considering the momentum resolution and tracking

pattern recognition, the available space, and the thickness of the cryostat

which depends on the thicknesses of the conductor and support cylinder.

In addition, the magnet is required i) to operate safely and stably at

either polarity, ii) to have a uniform field over as large a percentage of the

volume as practical, iii) to be as thin as possible to make the tracking volume

as large as possible, iv) to have an overall thickness of approximately 1X0 at

η = 0 to optimize the performance of the central preshower detector mounted

on the outside of the solenoid cryostat, and v) to quench safely without a

protection resistor (although one is installed to reduce the recool time after

an inadvertent fast dump).

Services such as cryogens, magnet current buses, and vacuum pumpout

and relief must reach the magnet from the control dewar through the narrow

space (7.6 cm) between the central and end calorimeter vacuum vessels. The

magnet system is controlled remotely, including cool down, energization, de-

energization for field reversal, quench recovery, and warmup, without access
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Table 3.2: Major parameters of the solenoid
Central field 2.0 T
Operating current 4749 A
Cryostat warm bore diameter 1.067 m
Cryostat length 2.729 m
Stored energy 5.3 MJ
Inductance 0.47 H
Cooling Indirect, 2-phase forced flow helium
Cold mass 1460 kg
Conductor 18-strand Cu:NbTi, cabled
Conductor stabilizer High purity aluminum
Thickness 0.87 X0

Cooldown time ≤ 40 hours
Magnet charging time 15 minutes
Fast discharge time constant 11 seconds
Slow discharge time constant 310 seconds
Total operating heat load 15 W plus 0.8 g/s liquefaction
Operating helium mass flow 1.5 g/s

to the magnet cryostat, service chimney, or control dewar.

The major parameters of the solenoid design are listed in Table 3.2. A

perspective view of the solenoid inside the central calorimeter with its chim-

ney and control dewar is shown in Figure 3.7. The solenoid, along with its

cryostat, control dewar, and connecting service chimney, was manufactured

by Toshiba Corp. in Yokohama, Japan. The system was specified to oper-

ate safely and reliably over a twenty-year lifetime with up to 150 cool-down

cycles, 2500 energization cycles, and 400 fast dumps.

3.6 Preshower Detectors

The preshower detectors aid in electron identification and background re-

jection during both triggering and offline reconstruction. They function as
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Figure 3.7: Perspective view of the solenoid inside the central calorimeter.
One end calorimeter, several muon chambers, and parts of the toroids have
been omitted for clarity. Also shown are the service chimney and control
dewar.

calorimeters as well as tracking detectors, enhancing the spatial matching

between tracks and calorimeter showers. The detectors can be used offline

to correct the electromagnetic energy measurement of the central and end

calorimeters for losses in the solenoid and upstream material, such as cables

and supports. Their fast energy and position measurements allow preshower

information to be included in the Level 1 trigger. The central preshower de-

tector (CPS) covers the region |η| < 1.3 and is located between the solenoid

and the central calorimeter with an inner radius of 28.25” and an outer radius

of 29.21”. The two forward preshower detectors (FPS) cover 1.5 < |η| < 2.5

and are attached to the faces of the end calorimeters. The preshower detec-

tors can be seen in Figure 3.3.
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3.7 Calorimetry

The DØ calorimeter system consists of three sampling calorimeters (primarily

uranium/liquid-argon) and an intercryostat detector.

3.7.1 Calorimeters

The calorimeters were designed to provide energy measurements for elec-

trons, photons, and jets in the absence of a central magnetic field (as was the

case during Run I of the Tevatron), as well as assist in identification of elec-

trons, photons, jets, and muons and measure the transverse energy balance

in events. The calorimeters themselves are unchanged from Run I. They are

illustrated in Figure 3.8.

Figure 3.8: Isometric view of the central and two end calorimeters.

As shown in Figure 3.9, the central calorimeter (CC) covers |η| ∼< 1 and

the two end calorimeters, ECN (north) and ECS (south), extend coverage to
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|η| ≈ 4. Each calorimeter contains an electromagnetic section closest to the

interaction region followed by fine and coarse hadronic sections. The active

medium for the calorimeters is liquid argon and each of the three calorimeters

(CC, ECN, and ECS) is located within its own cryostat that maintains the

detector temperature at approximately 90 K. Different absorber plates are

used in different locations. The electromagnetic sections (EM) use thin plates

(3 or 4 mm in the CC and EC, respectively), made from nearly pure depleted

uranium. The fine hadronic sections are made from 6-mm-thick uranium-

niobium (2%) alloy. The coarse hadronic modules contain relatively thick

(46.5 mm) plates of copper (in the CC) or stainless steel (EC).

Figure 3.9: Schematic view of a portion of the DØ calorimeters showing
the transverse and longitudinal segmentation pattern. The shading pattern
indicates groups of cells ganged together for signal readout. The rays indicate
pseudorapidity intervals from the center of the detector.

Since the calorimeter system is contained in three separate cryostats, it

provides incomplete coverage in the pseudorapidity region 0.8 <| η |< 1.4,

as can be seen in Figure 3.9. In addition, there is substantial unsampled

material in this region, degrading the energy resolution. To address this
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problem, additional layers of sampling have been added. Within the central

and end cryostats are single-cell structures called massless gaps — calorimeter

readout cells in front of the first layer of uranium. The Intercryostat Detector

(ICD) provides scintillator sampling that is attached to the exterior surfaces

of the end cryostats. It covers the region 1.1 <| η |< 1.4. The massless

gaps are those used in Run I, while the ICD is a replacement for a similar

detector in the same location (the Run I detector had approximately twice

the coverage in η; the space was needed for SMT and CFT cabling in Run II).

The ICD is a series of 0.5”-thick scintillating tiles (Bicron BC-400) en-

closed in light-tight aluminum boxes. Each tile covers an area of ∆η×∆φ ≈
0.3 × 0.4 and is divided into twelve subtiles, as shown in Figure 3.10, each

covering ∆η × ∆φ ≈ 0.1 × 0.1. Because of the cryogenic services for the

solenoid, one half of a tile is missing at the south end of the detector, giving

a total of 378 channels.

Figure 3.10: The arrangement of the ICD tiles on the endcap cryostats. The
rectangles represent the iron block and fiber backplane assemblies in which
the ICD electronics and PMTs are installed. The beamline is perpendicular
to the page.
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Figure 3.11: Readout chain of the calorimeter in Run II indicating the three
major components: preamplifiers, baseline subtractor and storage circuitry
(BLS), and the ADCs.

3.7.2 Calorimeter Electronics

Figure 3.11 illustrates the main components in the calorimeter readout chain.

There are 55,296 calorimeter electronics channels to be read out; 47,032 cor-

respond to channels connected to physical readout modules in the cryostats.

The remaining electronics channels are not connected to the detector (The

ADC cards are identical and contain enough channels to read out the most

populated regions of the detector). The readout is accomplished in three

principal stages. In the first stage, signals from the detector are transported

to charge preamplifiers located on the cryostats via low impedance coaxial

cable. In the second stage, signals from the preamplifiers are transported

on twisted-pair cables to the analog signal shaping and storage circuits on

baseline subtractor (BLS) boards. The precision signals from the BLSs are

transmitted on an analog bus and driven by analog drivers over 130 m of

twisted-pair cable to ADCs. These signals then enter the data acquisition

system for the Level 3 trigger decision and storage to tape. The preamplifiers

and BLSs are completely new for Run II, and were necessary to accomodate

the significant reduction in the Tevatron’s bunch spacing.
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3.8 Muon System

The central muon system consists of a toroidal magnet, drift chambers, the

cosmic cap and bottom scintillation counters, and the Aφ scintillation coun-

ters. Exploded views of the muon system are shown in Figures 3.12 and

3.13.

Figure 3.12: Exploded view of the muon wire chambers.

For muon triggering and measurement, the upgraded detector uses the

original central muon system proportional drift tubes (PDTs) and toroidal

magnets, central scintillation counters (some new and some installed during

Run I), and a completely new forward muon system. The central muon sys-

tem provides coverage for |η| ∼< 1.0. The new forward muon system extends

muon detection to |η| ≈ 2.0, uses mini drift tubes (MDTs) rather than PDTs,

and includes trigger scintillation counters and beam pipe shielding.
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Figure 3.13: Exploded view of the muon scintillation detectors.

During Run I, a set of scintillation counters, the cosmic cap, was installed

on the top and upper sides of the outer layer of central muon PDTs. This

coverage has been extended to the lower sides and bottom of the detector, to

form the cosmic bottom. These trigger scintillation counters are fast enough

to allow us to associate a muon in a PDT with the appropriate bunch crossing

and to reduce the cosmic ray background. Additional scintillation counters,

the Aφ counters, have been installed on the PDTs mounted between the

calorimeter and the toroidal magnet. The Aφ counters provide a fast detector

for triggering and identifying muons and for rejecting out-of-time background

events.

The scintillation counters are used for triggering; the wire chambers are

used for precise coordinate measurements as well as for triggering. Both

types of detectors contribute to background rejection: the scintillator with
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timing information and the wire chambers with track segments.

3.8.1 Toroidal Magnets

The central toroid is a square annulus 109 cm thick whose inner surface

is about 318 cm from the Tevatron beamline; it covers the region |η| ∼<
1. To allow access to the inner parts of the detector, it was constructed

in three sections. The center-bottom section is a 150-cm-wide beam, fixed

to the detector platform, which provides a base for the calorimeters and

central tracking detectors. Two C-shaped sections, which can be moved

perpendicularly to the center beam, complete the central toroid. The magnet

is wound using twenty coils of ten turns each. The two end toroids are located

at 454 ≤ |z| ≤ 610 cm. In the center of each end toroid is a 183 cm square

hole centered on the beamline; in x and y the magnets extend 426 cm from

the beamline. The end toroid windings are eight coils of eight turns each.

Having a stand-alone muon-system momentum measurement i) enables

a low-pT cutoff in the Level 1 muon trigger, ii) allows for cleaner matching

with central detector tracks, iii) rejects π/K decays, and iv) improves the

momentum resolution for high momentum muons.

3.8.2 Central Muon Drift Chambers

The three layers of drift chambers are located inside (A layer) and outside (B

and C layers) of the central toroidal magnet and cover |η| ∼< 1. Approximately

55% of the central region is covered by three layers of PDTs; close to 90%

is covered by at least two layers. The drift chambers are large, typically

2.8× 5.6 m2, and made of rectangular extruded aluminum tubes. The PDTs

outside of the magnet have three decks of drift cells; the A layer has four

decks with the exception of the bottom A-layer PDTs which have three decks.

The cells are 10.1 cm across; typical chambers are 24 cells wide and contain

72 or 96 cells. Along with an anode wire at the center of each cell, vernier
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cathode pads are located above and below the wires to provide information

on the hit position along the wire. The wires are ganged together in pairs

within a deck and then read out by electronics located at one end of each

chamber.

For each PDT hit, the following information is recorded: the electron drift

time, the difference ∆T in the arrival time of the signal pulse at the end of

the hit cell’s wire and at the end of its readout partner’s wire, and the charge

deposition on the inner and outer vernier pads. Both ∆T and the charge

deposition are used to determine the hit position along the wire. The drift

distance resolution is σ ≈ 1 mm. The resolution of the ∆T measurement

varies depending on whether the muon passes through the cell close to or far

from the electronics. If the hit occurs far from the electronics, the resolution is

approximately 10 cm. If it is close, the signal propagates two wire lengths and

the dispersion in the signal causes the resolution to degrade to about 50 cm.

Using charge division, the pad signal resolution is about 5 mm. However,

only the A-layer pads are fully instrumented with electronics; about 10% of

the B- and C-layer pads are instrumented. There are several reasons for this:

i) for tracks traversing all three layers, the pad coordinate does not improve

the pattern recognition or resolution significantly, ii) for tracks that only

reach the A-layer, the additional information could help with track matching

and background rejection, iii) the pad signals are used to monitor the gain

to track aging in the PDTs — the instrumented B- and C-layer pads serve

this purpose, and iv) fully instrumenting the B- and C-layer pads was too

expensive.

The cosmic cap and bottom counters are installed on the top, sides and

bottom of the outer layer of the central muon PDTs. They provide a fast

timing signal to associate a muon in a PDT with the appropriate bunch

crossing and discriminate against the cosmic ray background.

The Aφ scintillation counters cover the A-layer PDTs, those between the

calorimeter and the toroid. They provide a fast detector for triggering on
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and identifying muons and for rejecting out-of-time backscatter from the

forward direction. In-time scintillation counter hits are matched with tracks

in the CFT in the Level 1 trigger for high-pT single muon and low-pT dimuon

triggers. The counters also provide the time stamp for low-pT muons which

do not penetrate the toroid and thus do not reach the cosmic cap or bottom

counters.

3.8.3 Forward Muon System

The layout of the forward muon system is shown in Figure 3.1. It covers 1.0 ∼<
|η| ∼< 2.0 and consists of four major parts: the end toroidal magnets, three

layers of MDTs for muon track reconstruction, three layers of scintillation

counters for triggering on events with muons, and shielding around the beam

pipe.

Mini drift tubes were chosen for their short electron drift time (below

132 ns), good coordinate resolution (less than 1 mm), radiation hardness,

high segmentation, and low occupancy. The MDTs are arranged in three

layers (A, B, and C, with A closest to the interaction region inside the toroidal

magnet and C furthest away), each of which is divided into eight octants, as

illustrated in Figure 3.12. A layer consists of three (layers B and C) or four

(layer A) planes of tubes mounted along magnetic field lines (the field shape

in the forward toroids is more “square” than “circular”). The entire MDT

system contains 48,640 wires; the maximum tube length is 5830 mm in layer

C. Since the flux of particles drops with increasing distance from the beam

line, the occupancy of individual tubes is the same within a factor of two

over an entire layer.

The momentum resolution of the forward muon spectrometer is limited by

multiple scattering in the toroid and the coordinate resolution of the tracking

detector. Although the MDT coordinate resolution measured in a test beam

is about 350 µm, the 18.8 ns time bin of the digitizing electronics leads to

a resolution of about 0.7 mm per hit. The standalone momentum resolu-
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tion of the forward muon system is approximately 20% for muon momen-

tum below 40 GeV/c. The overall muon momentum resolution is defined by

the central tracking system for muons with momentum up to approximately

100 GeV/c; the forward muon system improves the resolution for higher mo-

mentum muons and is particularly important for tracks with 1.6 ∼< η ∼< 2.0,

i.e. those which do not go through all layers of the CFT.

The muon trigger scintillation counters are mounted inside (layer A) and

outside (layers B and C) of the toroidal magnet (Figure 3.1). The C layer

of scintillation counters is shown in Figure 3.14. Each layer is divided into

octants containing about ninety-six counters. The φ segmentation is 4.5◦

and matches the CFT trigger sectors. The η segmentation is 0.12 (0.07) for

the first nine inner (last three) rows of counters. The largest counters, outer

counters in the C layer, are 60×110 cm2. The B and C layers have geometries

similar to that of the A layer, but limited in places by the collision hall ceiling

and floor. The counter design was optimized to provide good time resolution

and amplitude uniformity for background rejection, high muon detection

efficiency, and reasonable cost for the production of nearly five thousand

counters.

Three sources contribute to non-muon background in the central and

forward muon systems: i) scattered proton and antiproton fragments that

interact with the end of the calorimeter or with the beampipe produce back-

ground in the central and forward A layer; ii) proton and antiproton frag-

ments interacting with the Tevatron low-beta quadrupole magnets produce

hits in the B and C layers of the forward muon system; and iii) beam halo

interactions from the tunnel. Shielding installed in the accelerator tunnel

during Run I significantly reduced the background from beam halo. New

shielding has been installed for Run II to reduce the background due to pro-

ton and antiproton remnants. Reduction in backgrounds along with the use

of radiation-hard detectors helps ensure the long-term, reliable operation of

the muon system.
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Figure 3.14: Photograph of the C layer of muon trigger scintillation counters
of the forward muon system.

The shielding consists of layers of iron, polyethylene, and lead in a steel

structure surrounding the beam pipe and low-beta quadrupole magnets. Iron

is used as the hadronic and electromagnetic absorber due to its relatively

short interaction (16.8 cm) and radiation (1.76 cm) lengths and low cost.

Polyethylene is a good absorber of neutrons due to its high hydrogen content.

Lead is used to absorb gamma rays. The position of the shielding is shown

in Figure 3.1.

3.9 Forward Proton Detector (FPD)

The forward proton detector (FPD) measures protons and antiprotons scat-

tered at small angles (on the order of 1 mrad) that do not impinge upon the

main DØ detector. During Run I, such diffractive events were tagged using

a rapidity gap (the absence of particles in a region of the detector), however
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Figure 3.15: FPD layout. Quadrupole castles are designated with a leading
P or A when placed on the p side or the p̄ side, respectively; the number
designates the station location; while the final letter indicates pot potition
(U for up, D down, I in, O out). D1I and D2I are dipole castles.

a forward particle detector is necessary for access to the full kinematics of

the scattered particle.

The FPD consists of a series of momentum spectrometers that make use

of accelerator magnets in conjunction with position detectors along the beam

line. The position detectors operate a few millimeters away from the beam

and have to be moved out of the beamline during injection of protons or

antiprotons into the accelerator. Special stainless steel containers, called

Roman pots, house the position detectors, allowing them to function outside

of the ultra-high vacuum of the accelerator, but close to the beam. The

scattered p or p̄ traverses a thin steel window at the entrance and exit of

each pot. The pots are remotely controlled and can be moved close to the

beam during stable conditions.

The Roman pots are housed in stainless steel chambers called castles. The

FPD consists of eighteen Roman pots arranged in six castles. The castles are

located at various distances from the DØ interaction point and in locations

that do not interfere with the accelerator. The arrangement of the FPD is

shown in Figure 3.15.

The FPD acceptance is maximized by minimizing the distance between

the detectors and the beam axis. This distance is limited primarily by interac-

tion with the beam halo which increases as the pots are inserted closer to the
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beam. FPD acceptance is determined as a function of t, the four-momentum

transfer squared of the scattered proton or antiproton, and ξ = 1−xp where

xp is the fractional longitudinal momentum of the scattered particle. For

the dipole spectrometer, the acceptance is highest for |t| ∼< 2 GeV2/c4,

0.04 ∼< ξ ∼< 0.08 and extends to |t| ∼< 4.3 GeV2/c4, 0.018 ∼< ξ ∼< 0.085

(coverage is incomplete). The acceptance in the quadrupole spectrometers

covers most of the region 0.6 ∼< |t| ∼< 4.5 GeV2/c4, ξ ∼< 0.1.

For elastic events, both particles must be detected by diagonally opposite

spectrometers with no activity detected in any other DØ subdetector. A

sample of elastic events collected during special runs was used to measure

the position resolution of the FPD by comparing the x coordinate determined

by combining information from the u and v planes to the x coordinate from

the x plane. This process gives a resolution of 130 µm.

3.10 Luminosity Monitor

The primary purpose of the luminosity monitor (LM) is to determine the

Tevatron luminosity at the DØ interaction region. This is accomplished by

detecting inelastic pp collisions with a dedicated detector. The LM also

serves to measure beam halo rates and to make a fast measurement of the z

coordinate of the interaction vertex.

Figure 3.16: Schematic drawing showing the location of the LM detectors.

The LM detector consists of two arrays of twenty-four plastic scintilla-

tion counters with PMT readout located at z = ±140 cm (Figure 3.16). A

52



schematic drawing of an array is shown in Figure 3.17. The arrays are lo-

cated in front of the end calorimeters and occupy the radial region between

the beam pipe and the forward preshower detector. The counters are 15 cm

long and cover the pseudorapidity range 2.7 < |η| < 4.4.

Figure 3.17: Schematic drawing showing the geometry of the LM counters
and the locations of the PMTs (solid dots).

Radiation damage is a concern for detectors located this close to the

beams. Much of the radiation dose seen by these detectors comes from the

pp collision products and is thus unavoidable. The PMTs are exposed to a

radiation flux of about 25 krad/fb−1, which is sufficient to cause darkening of

the borosilicate glass window typically used for PMTs. The R5505Q PMTs

have fused silica (quartz) windows which are largely immune to radiation

damage. The radiation flux increases rapidly with decreasing radius, reaching

a level of approximately 300 krad/fb−1 at the innermost scintillator edge. A

modest (≈ 10%) light loss was expected for the innermost scintillator edge

after 3 fb−1.

The luminosity L is determined from the average number of inelastic

collisions per beam crossing N̄LM measured by the LM: L = fN̄LM

σLM
where

f is the beam crossing frequency and σLM is the effective cross section for
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the LM that takes into account the acceptance and efficiency of the LM

detector. Since N̄LM is typically greater than one, it is important to account

for multiple pp collisions in a single beam crossing. This is done by counting

the fraction of beam crossings with no collisions and using Poisson statistics

to determine N̄LM .

To accurately measure the luminosity, it is necessary to distinguish pp

interactions from the beam halo backgrounds. We separate these processes

by making precise time-of-flight measurements of particles traveling at small

angles with respect to the beams. We first assume that particles hitting the

LM detector originate from a pp interaction and estimate the z coordinate of

the interaction vertex zv from the difference in time-of-flight: zv = c
2
(t−− t+)

where t+ and t− are the times-of-flight measured for particles hitting the LM

detectors placed at ±140 cm. Beam-beam collisions are selected by requiring

|zv| < 100 cm, which encompasses nearly all pp collisions produced by the

Tevatron (σz ≈ 30 cm). Beam halo particles traveling in the ±ẑ direction will

have zv ≈ ∓140 cm, and are eliminated by the |zv| < 100 cm requirement.

3.11 Trigger System

With the increased luminosity and higher interaction rate delivered by the

upgraded Tevatron, a significantly enhanced trigger is necessary to select the

interesting physics events to be recorded. Three distinct levels form this

new trigger system with each succeeding level examining fewer events but in

greater detail and with more complexity. The first stage (Level 1 or L1) com-

prises a collection of hardware trigger elements that provide a trigger accept

rate of about 2 kHz. In the second stage (Level 2 or L2), hardware engines

and embedded microprocessors associated with specific subdetectors provide

information to a global processor to construct a trigger decision based on

individual objects as well as object correlations. The L2 system reduces the

trigger rate by a factor of about two and has an accept rate of approximately
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Figure 3.18: Overview of the DØ trigger and data acquisition systems.

1 kHz. Candidates passed by L1 and L2 are sent to a farm of Level 3 (L3)

microprocessors; sophisticated algorithms reduce the rate to about 50 Hz and

these events are recorded for offline reconstruction. An overview of the DØ

trigger and data acquisition system is shown in Figure 3.18. A block diagram

of the L1 and L2 trigger systems is shown in Figure 3.19.

The trigger system is closely integrated with the read out of data, as

illustrated in Figure 3.18. Each event that satisfies the successive L1 and

L2 triggers is fully digitized, and all of the data blocks for the event are

transferred to a single commodity processor in the L3 farm. The L1 and L2

buffers play an important role in minimizing the experiment’s deadtime by

providing FIFO storage to hold event data awaiting a Level 2 decision or

awaiting transfer to Level 3.

The overall coordination and control of DØ triggering is handled by the

COOR package running on the online host. COOR interacts directly with

the trigger framework (for L1 and L2 triggers) and with the DAQ supervising

systems (for the L3 triggers).
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Figure 3.19: Block diagram of the DØ L1 and L2 trigger systems. The arrows
show the flow of trigger-related data.

3.12 Data Adquisition System (DAQ)

The data acquisition system (L3DAQ) transports detector component data

from the VME readout crates to the processing nodes of the L3 trigger fil-

tering farm. The online host receives event data from the L3 farm nodes

for distribution to logging and monitoring tasks. Overall coordination and

control of triggering and data acquisition is handled by the COOR program

running on the online host system.

The L3DAQ system’s designed bandwidth is 250 MB/s, corresponding to

an average event size of about 200 kB at an L2 trigger accept rate of 1 kHz.

As shown in Figure 3.20, the system is built around a single Cisco 6509

ethernet switch. A schematic diagram of the communication and data flow

in the system is shown in Figure 3.21. All nodes in the system are based on

commodity computers (SBCs) and run the Linux operating system. TCP/IP

sockets implemented via the ACE C++ network and utility library are used
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Figure 3.20: The physical network configuration of the L3DAQ system. The
moveable counting house holds electronics for the detector and moves with
the detector between the assembly hall and the collision hall.

for all communication and data transfers.

Up to sixty-three VME crates are read out for each event, each containing

1–20 kB of data distributed among VME modules. An SBC (single board

computer) in each VME crate reads out the VME modules and sends the

data to one or more farm nodes specified by routing instructions received

from the routing master (RM) process. An event builder (EVB) process on

each farm node builds a complete event from the event fragments and makes

it available to L3 trigger filter processes.

The supervisor process provides the interface between the main DØ run

control program (COOR) and the L3DAQ system. When a new run is con-

figured, the supervisor passes run and general trigger information to the RM

and passes the COOR-provided L3 filter configuration to the EVB process

on relevant farm nodes, where it is cached and passed on to the L3 filter

processes.
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Figure 3.21: Schematic illustration of the information and data flow through
the L3DAQ system.

All of the online computing systems are connected to a single high-

capacity network switch. The architecture provides for parallel operation

of multiple instances of the bandwidth-critical components.

The high-level online software applications are predominately constructed

using the Python scripting language. Network communication between the

components is implemented with the InterTask Communication (ITC) pack-

age, a multi-platform, multi-threaded client/server messaging system devel-

oped at Fermilab and based on the ACE network and utility library.

3.13 Monitoring and Control

The DØ experiment has extended EPICS (Experimental Physics and In-

dustrial Control System) to meet the control and monitoring requirements

of a large high energy physics detector. EPICS, an integrated set of soft-

ware building blocks for implementing a distributed control system, has been

adapted to satisfy the slow controls needs of the detector by i) extending the

support for new device types and an additional field bus, ii) the addition

of a global event reporting system that augments the existing EPICS alarm

support, and iii) the addition of a centralized database with supporting tools
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for defining the configuration of the control system.

EPICS uses a distributed client-server architecture consisting of host-level

nodes that run application programs (clients) and input/output controller

(IOC) nodes (servers) that interface directly with the detector hardware.

The two classes of nodes are connected by a local area network. Clients

access process variable (PV) objects on the servers using the EPICS channel

access protocol.

To process significant events from all experiment sources, a separate facil-

ity, the significant event system (SES), collects and distributes all changes of

state. The SES has a central server that collects event messages from sender

clients and filters them, via a Boolean expression, for routing to receiving

clients. Sender clients, including the IOCs, connect to the server and all

state changes on those clients, including alarm transitions, are sent to the

server.

One of the most complex tasks performed by the control system is the

configuration of the detector for specific run conditions. The set of distinct

configurations, both for physics data collection and for calibration runs, is

very large; the usual technique of uploading a specific detector configuration

and saving it as a file for subsequent downloading is impractical. For ease of

configuration management, the detector is represented as a tree with nodes

at successively deeper levels corresponding to smaller, more specialized units

of the detector. The terminal nodes of the tree, called action nodes, each

manage the configuration of a specific, high-level device.

A single server program, COMICS, manages the configuration of the

EPICS-accessible part of the detector. The tree nodes, both intermediate

and action, are all specialized instances of a base node class that defines the

majority of the methods that characterize node behavior. The detector tree

structure is defined by a set of configuration files that are Python program

segments that instantiate instances of these nodes.

An application framework, in the Python scripting language, assists in
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developing operator interfaces and provides a consistent “look and feel” for

all visual displays. This framework includes a collection of specialized, graph-

ical objects that construct updating displays of PV values using a Python

interface to the EPICS channel access application program interface (APS).

The experiment uses more than forty instances of these monitoring displays

in the control room to manage the detector components.

While using EPICS records for control and monitoring tasks, almost every

detector group needs to maintain structured access to archived PV values.

There are two major archiving tools employed by DØ: i) the channel archiver,

for needs that require sampling rates of 1 Hz or faster, but do not require

frequent access to historical data; and ii) the EPICS/Oracle Archiver, for

long-term studies that require slower sampling rates (once per minute or less

frequently), easy access to data at any moment, and minimal maintenance.

Many channel archivers are running concurrently, monitoring several thou-

sand PVs. About once a week, collected archives are sent to the central

Fermilab robotic tape storage via the SAM data management system. The

channel archiver toolset has interfaces, including web-based tools, that en-

able retrieval from an archive of data in different formats and generation of

time plots with various options.
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Chapter 4

Data Selection and Event

Reconstruction

Having described the motivation, theoretical background and experimental

settings behind this thesis, we arrive at the backbone of our analysis: the

data. By data we understand all the pp̄ collisions information recorded to

disc, which needs to be processed and reduced (skimmed) for further analysis.

We will then reconstruct the events that we are interested in, the B0
s →

D−
s µ

+νX decay, starting from the right side of figure 1.5 towards the left

until have enough confidence we have found our B0
s . Monte Carlo simulation

methods are used in order to compute the efficiency of our findings, as well

as to introduce the needed correction factors. In order to get a clean signal

the background noise must be understood and described, and it is done so

in this chapter as well.

4.1 Data

The data sample used in this report consists of approximately 400 pb−1 of

pp̄ collisions at
√
s = 1.96 TeV collected by the DØ detector at Fermilab

during 2002-2004. The data sample was skimmed from the common sample
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CSG [4]. Based on the bMU skim, which was produced for B analyzes in

semileptonic decays, a loose selection of Dµ candidates was made, trying

to avoid any bias on the lifetime. Although no specific requirements at the

trigger level were used, it was checked that all final selected events satisfied

at least one unbiased (with respect to impact parameter and lifetime) muon

trigger, see section .2 for details.

The requirements in this skim were:

• Common Sample filter “SKIM bMU”;

• at least one medium certified muon in the event [5];

1. nseg > 2,

2. pT > 1.5 GeV/c,

3. p > 3.0 GeV/c,

4. N(CFT) > 1,

5. N(SMT) > 1,

6. a converged local χ2 fit (chiqloc > 0),

7. Number of matched central tracks > 0,

8. χ2 < 25 of global muon fit.

• two opposite–charged tracks consistent with a φ→ K+K− candidate;

1. 0.99 < M (K+, K−) < 1.05 GeV/c2,

2. pT > 0.7 GeV/c for each track,

3. N(CFT) > 1,

4. N(SMT) > 1,

• a pion candidate consistent with a D−
s → φπ− candidate;

1. pT > 0.7 GeV/c,
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2. N(CFT) > 1,

3. N(SMT) > 1,

4. 1.6 < M (φπ+) < 2.3 GeV/c2,

5. Pχ2(Ds) > 0.1% ,

• 2.5 < M(D−
s , µ

+) < 5.5 GeV/c2;

• Pχ2(B0
s ) > 0.01%;

• all tracks were clustered into jets using the DURHAM [6, 7] clustering

algorithm with pT cut–off 15 GeV/c, we required all particles to be in

the same jet as the muon.

• all tracks are associated with the same primary vertex.

We processed the data using the p14.06 release. Skimmed data was saved

in aadst format and stored in SAM [8]. The dataset correspond to approxi-

mately 400 pb−1.

4.2 Monte Carlo

Some quantities in this analysis are determined using Monte Carlo (MC)

methods. We have generated MC samples using PYTHIA [7] for the produc-

tion and hadronization phase, and EvtGen [9] for decaying the “b” and “c”

hadrons. MCP14 phase has been used in all cases. We generated B0
s meson

samples with cτ = 439 microns, and no–mixing. The signal sample included

contributions from D−
s µ

+ν, D∗−
s µ+ν, D∗−

s0 µ+ν, D
′−
s1µ

+ν, and D
(∗)−
s τ+ν 1. To

save processing time, D−
s was forced to decay to φπ− followed by φ→ K−K+.

To be able to evaluate non-combinatorial backgrounds, we generated

processes such as B̄0 → D
(∗)−
s D(∗)+, and B− → D

(∗)−
s D(∗)0X, where the

1D(∗)D̄(∗) will stands for the sum of D∗D̄∗, D∗D̄, D̄D∗, and DD̄. When D(∗) appears
alone, it will denote either D, D∗ or D∗∗.
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“right-sign” D−
s µ

+ combination can be obtained by allowing D(∗)+/0 to de-

cay semileptonically. The B0
s → D

(∗)−
s D

(∗)+
s X and B0

s → D
(∗)−
s D(∗)+/0X

processes were also generated. Explicit details of these Monte Carlo samples

are given in the appendix Sec. .1.

To be able to fully–simulate these samples, we applied some kinematic

cuts prior to DØgstar, (using d0 mess filter): muons had to have pT > 1.9

GeV/c and |η| < 2.1, the kaons (and pions) from φ (Ds) had to have pT > 0.6

GeV/c and |η| < 3.0, and the pT of the Ds has to be greater than 1.0 GeV/c.

The samples were then processed using the standard full chain procedure

DØgstar–DØsim–DØreco. All samples were generated as private production

but following the official production criteria. The produced thumbnails were

then filtered using the same procedure as in data, described in previous

section, above.

4.3 Reconstruction

Events containing semi–muonic B0
s decays are identified using a tight selec-

tion criteria for the muon present. Reconstruction of B0
s candidates is based

on the B Analysis package, AATrack [10].

Muon candidates were required to satisfy the criteria described above,

plus they had to have a higher reconstructed transverse momentum of pT >

2 GeV/c. This cut, as well as other higher pT cuts in the selection, is used to

reduce combinatorial background. In other analyses it can be lower but to

improve signal significance one has to use impact–parameter cuts or lifetime

cuts. Such cuts are avoided in this analysis to reduce any possible bias of

the measurement.

Since is difficult to reconstruct the primary vertex on an event–by–event

basis, without biasing its determination toward the B0
s , (due to the tracks

coming from the B0
s vertex are displaced from the primary vertex) its recon-

struction is based on the tracks and the mean beam–spot position. The latter
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is calculated for every run, where a typical run lasts several hours. The initial

primary vertex is defined by all available tracks, tracks are removed when a

track causes a change of more than 9 units in the χ2 for a fit to a common

vertex. The process is repeated until no more tracks can be removed. Tracks

from the B0
s are not included in the primary vertex determination, for a more

detailed description see Ref. [11]. A detailed study of the performace of this

vertexing algorithm can be found in Sec. B of DØNote 4690.

To reconstruct D−
s → φπ−, any pair of oppositely charged tracks with

pT > 1.0 GeV/c are assigned the kaon mass and combined to form a φ

candidate. Each φ candidate is required to have a mass in the range 1.008-

1.032 GeV/c2 compatible with the reconstructed φ mass at DØ. The φ

candidate is then combined with another track of pT > 0.7 GeV/c; for “right-

sign” combination we require that the charge of this track be opposite to the

charge of the muon. This third track is assigned the pion mass. To have a

good vertex determination, all selected tracks must have at least one SMT

hit and one CFT hit. The three selected tracks are combined to form a

common vertex, the D−
s vertex. The confidence level of the combined vertex

fit is required to be greater that 0.1%, and the pT of the D−
s candidate is

required to be greater than 3.5 GeV/c.

The secondary vertex, where the B0
s decays to a muon and a D−

s is ob-

tained by simultaneously intersecting the trajectory of the muon track with

the flight path of the D−
s candidate. The confidence level of that vertex

should be greater that 0.01%. To further reduce combinatorial background

the reconstructed D−
s decay vertex is required to be positively displacement

from the primary vertex as projected along the direction of the D−
s momen-

tum.

Given the fact that φ has spin 1 and D−
s and φ− are spin 0 particles, the

helicity angle (Φ), defined by as the angle between the directions of the K−

and D−
s in the φ rest frame, has a distribution proportional to cos2(Φ). A

cut of | cosΦ| > 0.4 is applied to further remove combinatorial background,
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which was found to have a flat distribution in cos Φ. To suppress physics

background, due to D(∗)D(∗) processes, we required that the transverse mo-

mentum of the muon with respect to theD, pTrel, to be greater than 2 GeV/c.

The candidate Bs(Dsµ) invariant mass was also restricted to 3.4−5.0 GeV/c2

to further reduce this kind of background and be consistent with a B meson

candidate. To increase the significance of the B0
s signal we further require

that the isolation of the B be greater than 0.65 units, since the number of

tracks near the B0
s candidate tends to be small. Isolation, I(B) was defined

as I = ptot(µDs)/(p
tot(µDs) +

∑

ptot
i ), where the sum

∑

ptot
i was taken over

all charged particles in the cone
√

(∆φ)2 + (∆η)2 < 0.5, with ∆φ and ∆η

defined as the pseudo–rapidity and the azimuthal angle with respect to the

(µDs) direction. The muon, kaons, and pion candidates are not included in

the sum.

In the cases where we had more than one candidate per event; we choose

the one with the best vertex probability Pχ2(Bs). We also have required the

pseudo–proper decay length error to be less than 500 microns.

The invariant mass distribution of theD−
s candidates is shown in Fig. 4.1(a).

Figure 4.1(b) shows the reconstructed invariant mass distribution of the D−
s

candidates after a cut of in the significance of the pseudo-proper decay length

to be 2 greater than 5, e.g. λ/σ(λ) > 5 for illustration purposes. “Right–sign”

and “wrong–sign” combinations are shown in same figure. This cut is not

applied for the rest of the analysis. The D−
s invariant mass distribution for

“right-sign” D−
s µ

+ candidates is fitted using a Gaussian to describe the sig-

nal and a second order polynomial to describe the combinatorial background.

A second Gaussian is included for the Cabibbo-suppressed D− → φπ− de-

cay. The fit result is overlaid in the same figure. The fit yields a signal of

5176±242 (stat) ± 314 (sys) events in the D−
s peak and a mass of 1958.8±0.9

MeV/c2, slightly shifted from the PDG value of 1968.3 ± 0.5 MeV/c2 [12],

2For definition of the pseudo-proper decay length (PPDL) see Sec. 4.4. The uncertainty
in this quantity is obtained on an event-by-event basis from the full covariance matrices
of the tracks and the uncertainty in the position of the primary vertex.
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the width of the Gaussian is 22.6 ± 1.0 MeV/c2.

The systematic uncertainty comes from the verification of the D−
s signal

yield, where we have fix the mean and width parameters to the one obtained

from the tight cut sample, λ/σ(λ) > 5, and from the use of an exponential

shape for the background. For the D− the fit returns 1551± 233 events. Fit

parameters are shown in Table 4.1. The shifts observed in the D mass peak

are due to the current material and magnetic modeling of the experiment.

We have found that this does not have any sizeable effect on the lifetime

determination.
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Figure 4.1: (a) Mass distribution for D−
s candidate events. Points with

errors bars show the “right-sign” D−
s µ

+ combinations, and the crosses show
the corresponding “wrong-sign” distributions. The dashed curve represents
the result of the fit to the “right-sign” combinations. The mass distribution
for the D−

s signal is shown in green, and the D− signal in yellow; (b) same
distributions after requiring a significance of the pseudo-proper decay length
greater than 5.
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Parameter Value Error Units
Fraction D−

s signal 0.0734 0.0034
Fraction D− signal 0.0220 0.0033

σM(D−

s ) 22.6 1.0 MeV/c2

σM(D−) 20.1 2.8 MeV/c2

Mass D−
s 1958.8 0.9 MeV/c2

Mass D− 1865.7 2.4 MeV/c2

a2 −1.75 0.63 (GeV/c2)−2

a1 3.51 2.48 (GeV/c2)−1

Table 4.1: Result of the invariant D−
s mass fit to the “right-sign” D−

s µ
+

combinations. a1 and a2 are the coefficients of the polynomial PDF, used for
describing the combinatorial background shape. Fractions of D−

s and D− are
determined from the fit.

4.4 Pseudo-Proper Decay Length and K Fac-

tor

The lifetime of the B0
s , τ , is related with the decay length, L, by the relation

L = cτβγ = cτ
p

m
, (4.1)

where cτ is the proper decay length, p is the total momentum and m its

mass. In the transverse plane this relation is transformed to

Lxy = cτ
pT

m
, (4.2)

where pT is the transverse momentum of the B0
s , and Lxy is the so-called

transverse decay length. The decay length of the B0
s in the transverse plane

is defined as the displacement of the B0
s vertex from the primary vertex 3,

projected onto the transverse momentum of the D−
s µ

+ system. If ~X is a

3As described above, the primary vertex is determined using a beam-spot constraint
while the secondary vertex, B0

s
, as well as the tertiary vertex, D−

s
is determined by a fit

to the candidate tracks.
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Common Sample filter SKIM bMU
all tracks must have at least one SMT and CFT hit
all particles to be in the same jet as the muon
all tracks are associated with the same primary vertex

at least a muon satisfaying:
nseg = 3
pT > 2.0 GeV/c
p > 3.0 GeV/c
A converged local χ2 fit (chiqloc > 0)
Number of matched central tracks > 0
χ2 < 25 of global muon fit

two opposite charged tracks consistent with a φ→ K+K− candidate:
pT > 1.0 GeV/c for each track
1.008 < M (K+, K−) < 1.032 GeV/c2

a pion candidate consistent with a D−
s → φπ− candidate:

pT (π−) > 0.7 GeV/c
1.6 < M (φπ+) < 2.3 GeV/c2

pT (D−
s ) > 3.5 GeV/c

Pχ2(D−
s ) > 0.1%

Helicity(D−
s ) > 0.4

~Lxy(D
−
s ) · ~pT (D−

s ) > 0.0

3.4 < M(D−
s , µ

+) < 5.0 GeV/c2

Pχ2(B0
s ) > 0.01%

pT (µ+ w.r.t. D) > 2.0 GeV/c
I(B−

s ) > 0.65
σ(λB) < 500 µm
one candidate per event based on best B0

s vertex fit

Table 4.2: Summary of all cuts used in this analysis.
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vector which points from the primary vertex to the secondary vertex in the

transverse plane, we then have

Lxy =
~X · ~pT (D−

s µ
+)

| ~pT (D−
s µ

+)| . (4.3)

Now, when the B0
s decays semileptonically, it is not fully reconstructed

and thus pT (B0
s ) is not determined. The pT of the D−

s µ
+ system is used as

the best approximation, and a correction factor, K, has to be introduced.

This K factor is defined by

K =
pT (D−

s µ
+)

pT (B0
s )

. (4.4)

The quantity used to extract the B0
s lifetime is called the pseudo-proper

decay length, denoted by λ, and is defined by

λ = Lxy
m(B0

s )

pT (D−
s µ

+)
= cτ

1

K
. (4.5)

The correction factor K is determined using Monte Carlo methods. This

correction is applied statistically by smearing the exponential decay distri-

bution when extracting the cτ(B0
s) from the pseudo-proper decay length in

the lifetime fit.

We used the MC samples described in Sec. 4.2, where B0
s has been decayed

semileptonically through D−
s , D∗−

s , D∗−
s0 , and D

′−
s1 . The D∗−

s decays almost

entirely to D−
s and a photon, while D∗−

s0 and D
′−
s1 decay to D−

s and a π0. Since

the information for B0
s branching ratios as well as the information of the

D∗−
s and D∗∗−

s particles is not well-known, we used the information provided

by the EvtGen program and we later varied such information to evaluate

any possible systematic uncertainty due to this assumption. Since the D−
s

originating from D∗−
s or D∗∗−

s could have softer pT distribution in comparison

with the direct B0
s → D−

s , theK correction factors are determined separately,

to allow further studies. The branching fractions used in MC are:
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Br(B0
s → D−

s µ
+ν) = (2.10 ± 0.64)%

Br(B0
s → D∗−

s µ+ν) = (5.60 ± 1.70)%

Br(B0
s → D∗−

s0 µ
+ν) = (0.20 ± 0.06)%

Br(B0
s → D

′−
s1µ

+ν) = (0.37 ± 0.11)%

Br(B0
s → D(∗)−

s τ+ν) × Br(τ+ → µ+ν) = 2.86% × 17.7% = (0.51 ± 0.15)%

The Monte Carlo samples were processed with the same reconstruction

and selection criteria applied to data. Figure 4.2 (a) shows the obtained K

factor distribution for the main four contributions separately. The combined

K distribution is shown in Fig. 4.2(b). Table 4.3 shows the K factor mean

and RMS values for the different D
(∗)
s contributions.
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Figure 4.2: Monte Carlo K factor distribution for B0
s → D−

s µ
+νX. (a)

Normalized K factor distributions for each contribution, (b) K factor for all
contributions combined.
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Contribution Mean R.M.S.
D−

s µ
+X 0.8823 0.1109

D∗−
s µ+X 0.8590 0.1021

D∗−
s0 µ

+X 0.8254 0.0986

D
′−
s1µ

+X 0.8147 0.0900

D
(∗)−
s τ+X 0.7703 0.0948

All 0.8628 0.1053

Table 4.3: K factor mean and RMS for different D
(∗)
s contributions.

4.5 Physics Background

Apart from the background due to combinatorial processes such as a real

muon and a fake D−
s , there could be real physics processes which will produce

a real muon and a real D−
s , where neither comes from the semileptonic decay

of B0
s . These “right-sign” D−

s µ
+ combinations will be in the signal sample.

We define such events as physics backgrounds. There are two possible sources

for the physics backgrounds:

1. charm background: prompt c, cc̄; and

2. bottom background: b, bb̄, not B0
s → D−

s µ
+X decay

To estimate the contribution of such processes we used Monte Carlo meth-

ods.

4.5.1 cc̄ Background

One of the possible sources of physics backgrounds come from the prompt

charm events (c or cc̄) In this case real D−
s are created at the collision point

and decay with short lifetime. Tracks that have pT > 2 GeV, muons, are also

generated at the primary vertex or from c quark decay. These backgrounds

are expected to have almost zero lifetime, and could give relatively large ef-

fects to the Bs lifetime measurement. However, it is difficult to know how
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much the prompt charm backgrounds exists in data using kinematic quanti-

ties, then we will use MC samples. This contamination has been evaluated

in the DØ published analysis, “Measurement of the ratio of B+ and B0 me-

son lifetimes” [13]: 10 ± 7 %. The PPDL distribution of events passing the

requirement criteria of that analysis is shown in the Fig. 4.3. In same figure

the PPDL distribution for events passing the cuts of the current analysis is

also shown. As can been see the effect of IP cuts (used in the lifetime ratio

analysis) is pretty small. We will use the distribution obtained with our cuts

as the shape of charm background. We parametrize it as a Gaussian with

parameters shown in the figure. Variations to this estimates are taken to

evaluate systematic uncertainties. As an extra cross–check in the fit will let

this fraction of cc̄ to float, which gives us a fraction of 7±4 %, consistent with

the number above. We decide to keep the larger value with its corresponded

uncertainty to be conservative.
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Figure 4.3: PPDL distribution for prompt charm events (ccbar). Left: PPDL
distribution for events passing the lifetime ratio analysis cuts. Right: PPDL
distribution for events passing cuts of the current analysis.
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4.5.2 Non–B0
s Background

There are some events which originates from the B̄ mesons (B̄0, B−, B̄0
s )

and provide the D−
s µ

+ final state, but not through the semileptonic decay

(B0
s → D−

s µ
+νX). We call these events as non–B0

s backgrounds. These kind

of backgrounds are expected to have relatively long lifetime, thus their effect

on the lifetime fit will be relatively smaller than the charm background.

Three sources of such events are identified as: B̄0 → D
(∗)−
s D(∗)+X, B− →

D
(∗)−
s D̄(∗)0X, and B̄0

s → D
(∗)−
s D(∗)X. In the first two processes, the D(∗)+ or

the D̄(∗)0 decay semileptonically, while in the last contributions the two D(∗),

which can be a D(∗)+ or D̄(∗)0 or even a D
(∗)+
s can decay semileptonically.

These events can be reconstructed as signal events, but the momentum of

the lepton (muon) coming from the decay of the D(∗) will be softer, since it

comes from a secondary decay of a charm hadron, then is expected that such

contributions will be also small due to kinematic cuts.

B̄0 → D−
s D

(∗)X B− → D−
s D

(∗)X B0
s → D+

s D
(∗)−
s X B0

s → D+
s D

(∗)X
Br. (10.5 ± 2.6)% (10.5 ± 2.6)% (10+9

−7)% (15.4 ± 3.9)%
〈K〉 0.7607 0.7599 0.8155 0.7623

RMS(K) 0.0918 0.0843 0.1093 0.0885
fDsD 3.7% 3.7% 3.5% 0.4%

Table 4.4: fDsD contributions and MC information.

The fDsD contributions are obtained as the ratio of the efficiencies and

acceptances for the specific decays:

fDsD =
ǫ(bb̄ → BX → D

(∗)−
s D(∗)+X

′

)

ǫ(bb̄→ B0
sX → D

(∗)−
s µ+νX ′)

. (4.6)

Since the information about branching ratios of the involved decays is

not well known, neither in the PDG or the Monte Carlo used we will use

the information coded in the PYTHIA-EvtGen packages, see Sec. .1. At
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the end we vary such information according to the PDG branching ratio

errors to evaluate any source of systematic uncertainty. Table 4.4 provide

the contributions found as well as information most relevant of each MC

sample.
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Chapter 5

Measurement

The seeked lifetime measurement is performed in this chapter. This is done so

by fitting signal and background probability functions for the pseudo-proper

decay length distribution.

5.1 Lifetime Fit

To perform the lifetime fit, we define a signal sample using the D−
s mass dis-

tribution in the region from 1913.6 MeV/c2 to 2004.0 MeV/c2, corresponding

to ±2σ from fitted mean mass, 1958.8 MeV/c2. The number of candidates

in this region is 21028.

The pseudo-proper decay length distribution of the combinatorial back-

ground events contained in the signal sample was defined using “right-sign”

events from the D−
s sidebands (1755.3 – 1800.5 MeV/c2 and 2117.1 – 2162.3

MeV/c2) and “wrong-sign” events from the interval 1755.3 – 2162.3 MeV/c2.

We assume that the combinatorial background is due to random track

combinations and then the sideband sample events can be used to model

the background in the signal sample. This assumption is supported by the

mass distribution of the “wrong-sign” combinations where no enhancement

is visible in the D−
s mass region, see Fig. 4.1. By adding the “wrong-sign”
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combinations to the “right-sign” sideband events, we better define the pa-

rameters of the combinatorial background events in the D−
s signal sample.

The pseudo-proper decay length distribution obtained from the signal

sample is fit using an unbinned maximum log-likelihood method. Both B0
s

lifetime and background shape are determined in a simultaneous fit using the

signal and background samples. The likelihood function L is given by

L = Csig

NS
∏

i

[fsigF i
sg + (1 − fsig)F i

bg]

NB
∏

j

F j
bg, (5.1)

where NS is the number of events in the signal sample and NB the number

of events in the background sample. fsig is the ratio of D−
s signal events

obtained from the D−
s mass distributions to the total number of events in

the signal sample. To constraint fsig we factor in an additional likehood

term using the number of D−
s signal events, observed from the invariant

mass distributions, and its uncertainty, Csig. In practice the fit minimizes

the quantity −2 ln(L).

5.1.1 Background Probability Function

The background probability distribution function F j
bg was defined for each

measured pseudo-proper decay length λj as

F j
bg(λj , σ(λj)) = (1 − f+ − f++ − f− − f−−)R(λj, σ(λj), s)

+ f+
e−λj/λ+

λ+ + f++
e−λj/λ++

λ++ (λj ≥ 0)

+ f−
eλj/λ−

λ−
+ f−−

eλj/λ−−

λ−−
(λj < 0)

(5.2)

where:
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λj = the PPDL measurement for each data-point

σ(λj) = the error for the PPDL measurement

f+ = fraction of events in the positive exponential with short PPDL

f++ = fraction of events in the positive exponential with long PPDL

f− = fraction of events in the negative exponential with short PPDL

f−− = fraction of events in the negative exponential with long PPDL

λ+ = slope of the right exponential short PPDL

λ++ = slope of the right exponential long PPDL

λ− = slope of the left exponential short PPDL

λ−− = slope of the left exponential long PPDL

R = PDF for zero lifetime component

The PDF for the zero lifetime component is comprised of a Gaussian

resolution function where:

R(λj, σ(λj), s) =

(

1√
2πσ(λj)s

)

e
−(λj−λ0)2

2(σ(λj)s)2 (5.3)

is the so called resolution function, and s is the correction factor to the

error σ(λj) to account for possible underestimate of the errors in data.

We verified that the background PDF agrees with the “right-sign” side-

band events and the “wrong-sign” combinations separately, as can be seen in

Fig. 5.1. This allow us to combine both samples resulting in the background

sample describe above.

5.1.2 Signal Probability Function

The signal probability distribution function F i
sig is comprised of a normalized

decay exponential function convoluted with a Gaussian resolution function R
and smeared with a normalized K factor distribution function H(K). This

function was defined as:
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Figure 5.1: Background combinations: Left, “wrong-sign”–only combina-
tions. Right, side-band “right-sign” combinations. The dashed curve corre-
sponds to the fit to both samples combined, projected in each sample sepa-
rately.

F j
sig(λj, σ(λj), s) =

∫

dK H(K)

[

K

cτ(B0
s )
e−Kλj/cτ(B0

s ) ⊗ R(λj, σ(λj), s)

]

,

(5.4)

where:

cτ(B0
s ) = is the lifetime for B0

s signal candidates,

R = is the resolution function, see equation 5.3.

Since a priori, we do not know the the overall scale of the decay length

uncertainty, which we estimate on event-by-event basis, the scale factor, s,

was introduced as a free parameter in the B0
s lifetime fit.

In the fit the integration over the K factor PDF is approximated by a

finite sum as follows

∫

dK H(K) →
∑

k

∆K H(Kk), (5.5)

where the sum is taken over the bin k of a histogram-med distribution

H(Kk) with bin width ∆K as shown in Fig. 4.2(a).

79



The events from non-combinatorial background (bottom background)

such as the process B → D
(∗)−
s D(∗) are also taken into account in the likeli-

hood fit terms such as:

∫

dK H(K)

[

fDsD
K

cτ(B)
e−Kλj/cτ(B) ⊗ R(λj, σ(λj), s)

]

, (5.6)

where fDsD is the fraction of the D
(∗)
s D(∗) process found in the B0

s signal

sample as described in Sec. 4.5, and cτ(B) is the lifetime of the corresponding

B meson, taken from the world average [12], and scaled by the ratio of masses,

Mass(B0
s )/Mass(B), to account the fact that the mass of the B0

s is used in the

determination of the pseudo-proper decay length. The K-factor PDF H(K)

for each contribution is evaluated in the same way as in the D−
s µ

+ signal.

The cc̄ background enter in the fit as a Gaussian with fixed parameters,

as listed in Fig. 4.3. Then the PDF for the signal events is given by:

F j
sg(λj, σ(λj), s) = (1 − fc)[(1 −

∑

i

fbi)F j
sig +

∑

i

fbiF j
bi] + fcF j

c (5.7)

F j
c , fc = is the fraction and PDF for ccbar background (a Gaussian distribution)

F j
bi, fbi = is the fraction and PDF for the i–th non–B0

s background.

5.2 Fit Results

We performed a simultaneous fit to the signal and background samples, where

the parameters for the B0
s lifetime (cτ(B0

s )), background description (λ−,

λ−−, λ+, λ++, f−, f−−, f+, and f++), and the scale factor parameter, s,

where allowed to float. After performing MIGRAD-HESSE-MINOS [14], the

fitted values and their statistical uncertainties are shown in Table 5.1. The

fitted B0
s lifetime is
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cτ(B0
s ) = 419.2 ± 13.1 µm or τ(B0

s ) = 1.398 ± 0.044 ps.

Figure 5.2 shows the pseudo-proper decay length distribution of theD−
s µ

+

signal sample with the fit result superimposed (dashed curve). The dotted

curve represents the sum of the background probability function over the

events in the signal sample. The B0
s signal is represented by the filled green

area.

The pseudo-proper decay length distribution for the background sample

is displayed in Fig. 5.3 with the result of the fit projected.

Parameter Value Stat Uncert. Units

fsig 0.238 0.007

f− 0.109 0.003
f−− 0.022 0.003
f+ 0.239 0.007
f++ 0.106 0.007
λ− 122 5 µm
λ−− 461 29 µm
λ+ 209 6 µm
λ++ 630 18 µm

s 1.554 0.010

cτ(B0
s ) 419.2 13.1 µm

Table 5.1: Result of the fit to the D−
s µ

+ data sample.
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Figure 5.2: Pseudo-proper decay length distribution for D−
s µ

+ data with the
result of the fit superimposed. The dotted curve represents the combinatorial
background and the filled green area represents the B0

s signal.
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Figure 5.3: Pseudo-proper decay length distribution for background sample,
the projection of the fit result is shown by the dashed curve.
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Chapter 6

Consistency Checks and

Systematic Uncertainties

Once we have our measurement, we need to make sure that measurement is

consistent and independent of several factors related to the way in which it

was determined. Consistency checks, also known as cross checks, are mainly

data sample splitting, in which the whole dataset is divided in two parts

using certain parameters and then the measurement is carried away for each

subset. Systematic uncertainties on the other hand, change the way the data

is selected and fitted, like changing the cut values and fitting techniques. All

of these are described in this chapter.

6.1 Consistency checks

6.1.1 Test of Fitting Procedure

To estimate the error due to the fitting procedure we generate 500 Toy MC

Samples with the same distributions used on the fit of the pseudo-proper

decay length distribution and parameters equal to those obtained from the

fit to data. Each sample has been generated with the same number of events
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as in data samples. Each Toy MC sample is fitted and the measured lifetime

is recorded. The distribution of the fitted lifetimes is fitted with a Gaussian,

and a mean of 419.2± 0.5 µm is obtained, is consistent with the input value

of 419.2 µm. The width of the Gaussian was found to be 12.9 ± 0.4 µm

consistent with the statistical uncertainty found in data. Figure 6.1(a) shows

the distribution of the fitted lifetimes with the result of the Gaussian fit

performed. Figure 6.1(b) shows the pull distribution of the fitted lifetime,

which is consistent with unity.

This test demonstrate that the fitting procedure works well and does not

introduce any systematic bias in the measurement of the lifetime.
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Figure 6.1: (a) Distributions of the fitted cτ values from the toy MC samples
with input lifetime of 419.2 µm. (b) Pull distribution of fitted lifetimes.

We have performed several other test using Toy MC, as shown in [15].

So far, no systematic effect due to the fitting technique is found, and also

has been shown that no matter the shape of the background the fit is able

to extract the B0
s lifetime, as parametrized here.
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6.1.2 Test of the Mass Dependence

Given the fact that all mass peaks at DØ are slightly shifted due to remain-

ing magnetic field and material uncertainties, these could produce a small

impact on our measurement, the pseudo-proper decay length depends di-

rectly on the mass but typical corrections are smaller than 1%. We have

checked if this will change our measurement. For the “standard” pseudo–

proper decay length calculation we use the PDG mass value of B0
s . We have

re–calculated the pseudo–proper decay length for all events with the mass

scaled by the same difference observed in D−
s mass fit, i.e. by (Mfit(D

−
s ) −

Mpdg(D
−
s ))/Mpdg(B

0
s)+1 = (1.9598−1.9683)/5.3696+1, and repeat the life-

time fit. We found a shift of −0.8 microns, and will consider this difference

negligible.

We also tried to check any possible variation of the background inside the

signal D−
s mass window. Due to our mass resolution we are using a slightly

wide mass bin, then we divide our mass signal region in two equal parts and

performed the B0
s lifetime fit in each sample. We found a consistent result

as shown in the last two rows of Table 6.1.

6.1.3 Split Sample Tests

To test the stability of the measurement, we have performed some consistency

checks based on sample splitting procedure. In most cases we tried to divide

the data in two roughly equal parts. No systematic uncertainty will be quoted

from these tests since observed differences were statistically consistent with

zero. Table 6.1 shows the fitted lifetimes for different test performed, all of

them are consistent.

6.1.4 Lifetime of B0

To provide support to the method used to extract the B0
s lifetime, we have

performed the lifetime measurement of the B0 → D−µ+νX decay. In Fig. 4.1
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Test cτ (µm)
run < 181000 417 ± 18
run > 181000 423 ± 19

B0
s 422 ± 19

B̄0
s 419 ± 19

|η(µ)| < 0.8 422 ± 18
|η(µ)| > 0.8 417 ± 19

low mass half of signal region 419 ± 19
high mass half of signal region 421 ± 17

Table 6.1: Result of the fit for different split sample tests.

one can easily identified the Cabibbo suppressed decay D− → φπ−. The

sample composition was estimated in the same way as describe above for Ds,

using Monte Carlo events (we generated the needed MC sample in the same

way as was made for B0
s analysis). It was found that 89.1% of the D− are

from B0 → D−µ+X, 9.3% from B+ → D−µ+X, 0.9% from B0 → D−DX

and 0.5% from B0
s → D−µ+X. Other contributions were found to be really

small. Apart from that 10% was assigned as ccbar background in the same

way as in the B0
s lifetime analysis.

The signal region was defined by the interval 1825.5 – 1905.9 MeV/c2.

All K factor were calculated and the fit performed with the proper correc-

tion of definitions in the background samples as well. It was found that the

B0 lifetime obtained is 462 ± 28 µm (stat). Consistent with the world aver-

age [12] value for B0 lifetime (460 µm). Figure 6.2 shows the pseudo-proper

decay length distribution of the B candidate sample with the fit result su-

perimposed (dashed curve). The dotted curve represents the the background

candidates. The D− → φπ− signal is represented by the filled yellow area.
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Figure 6.2: Pseudo-proper decay length distribution for D−µ+ data with the
result of the fit superimposed. The dotted curve represents the combinatorial
background and the filled yellow area represents the D−X candidates.

6.2 Systematic Uncertainties

The systematic uncertainty on the measurement of the B0
s lifetime is deter-

mined by evaluating the influence of several effects on the fitted lifetime.

Contributions are evaluated individually and then added in quadrature to

obtain the final systematic uncertainty.

6.2.1 Alignment of the Detector

To estimate the uncertainty due to the alignment of the detector one has

to test the lifetime measurement under the assumption of a different SMT

geometry. This method has been used in the full-reconstructed decay B0
s →

J/ψφ [16] where shifts of ±2 µm have been observed. We have repeat the

study using Monte Carlo signal and found the same shift. We will quote this

value as systematic uncertainty.
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6.2.2 Combinatorial Background Evaluation

To test the possible inconsistency of the combinatorial background due to

the PPDL shape differences between the background combination used for

modeling the background and the actual shape of the background under the

D−
s peak, we have tested other assumptions on the background samples: we

have used just the events in the sidebands, just the events in the wrong

sign combinations, and removing either the right sideband or the left side-

band samples. We also have used the same background sample definition

in [2]. After performing the fit with these background sample definitions we

observed at the most a difference of ±4.3µm. This will be assigned as the

systematic uncertainty.

6.2.3 Cut Selection Bias

When trying to get the most significant signal, one could possibly bias the

measurement of cτ(B0
s ). There are two requirements in our selection method

that could potentially change the final result by altering the shape of the

pseudo-proper decay length distribution, they are Lxy(D
PV
s ) > 0.0 and pT (µ)

w.r.t. D−
s > 2.0 GeV/c.

To study their effect, we used Monte Carlo samples. The lifetimes are

fitted after all selection criteria is applied. Each cut is then removed indi-

vidually, the fit is repeated, and the shift is recorded. To take into account

all effects introduced by K convolution or measuring method, the differences

are taken respect to the input value given to the MC.

Removing only the Lxy(D
PV
s ) > 0.0 requirement causes a shift of −0.3 µm.

Removing only the pT (µ) w.r.t. D−
s > 2.0 GeV/c requirement results in a

shift of +3.0 µm. But, removing both biasing cuts, just results in a shift

of +0.7 µm. Using the largest of the individual variations, a systematic

uncertainty of +3.0
−0.3 µm is assigned for the possible selection bias.

Figure 6.3, shows the efficiency plot as function of time, when the biasing
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cuts are removed, no significant dependence is observed.
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Figure 6.3: Efficiency distribution as function of time with biasing cuts re-
moved, no significant effects are observed.

6.2.4 Decay Length Resolution

To study the effect of uncertainties on the determination of pseudo-proper

decay length, the global scale factor parameter, s, has been varied. This

parameter was introduced in the fit to account for an overall under– or over–

estimation of the event–by–event uncertainty on the pseudo-proper decay

length.

In Ref. [16] it was found that the overall scale factor was approximately

1.14, while in the MC studies we have found 1.05. We have forced s to be

equal to those value and repeat the fit. We also have used twice these values

(e.g. 2.28 and 2.10). We observed a shift of ±3.7 µm, at the most. We quote

these differences as systematic uncertainty due to the resolution model.

Note that the actual value of “s” is not neccesary as large as it looks,

since one has to take into account the K factor (about 0.8). If one do that

the fit returns 1.240 ± 0.008 consistent with other determinations of this

89



quatity in fully reconstructed decays. Therefore the variation taken here is

very conservative.

6.2.5 K Factor Determination

When extracting the lifetime from a partial reconstructed decay, such as the

semileptonic of B0
s used in the current analysis, one has to use a correction

factor, K, to take into account those missing objects in the reconstruction.

That distribution is obtained from Monte Carlo samples.

The shape of the K distribution can be modified due to changes in the

kinematics of the event. Such changes could be due to the decay model, the

pT spectrum of the µ, the pT spectrum of b quark, and the signal sample

composition i.e. the ratio Br(B0
s → D−

s X)/Br(B0
s → D∗−

s X). To access all

these uncertainties we have generated different MC samples. To account for

differences in the pT (µ) spectrum, we have changed the pT cut from 2 GeV/c

to 6 GeV/c in the selection applied to MC, a new K factor was obtained and

the B0
s lifetime repeated, we observe a difference of 2.2 µm. Differences due

to modifications of the pT (b) spectrum are obtained using a new MC sample

where the p̂T of the partons have been changed, e.g. the CKIN(3) PYTHIA

parameter was changed from 0.0 to 5.0 GeV/c, this will produce b quarks with

harder pT spectrum (by about the mass of the b quark), a new K distribution

was obtained and the fit repeated. We observe −1.4 µm shift. In the standard

fit a K factor was obtained from B0
s products generated using ISGW decay

model, we generated a MC sample using a plain phase-space decay model and

repeat the measurement, 2.4 µm shift was obtained due to a difference in the

decay model. Finally to take in to account the signal sample composition, we

modified the fit to accommodate a sum of two exponential decay distributions

instead of one, each with the same decay parameter (lifetime of the B0
s ) but

a different K distribution, one obtained for B0
s → D−

s X and another for

B0
s → D∗−

s X. The two exponential decays are weighted by the corresponding

fraction fw = Br(B0
s → D−

s X)/[Br(B0
s → D−

s X) + Br(B0
s → D∗−

s X)] or
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Br(B0
s → D∗−

s X)/[Br(B0
s → D−

s X) + Br(B0
s → D∗−

s X)] = 1 − fw. Then

this weight, fw = 0.268, is varied for up-to ±50% of its value and the lifetime

fit repeated, a ±1.6 µm shift was observed.

B0
s lifetime fit has also been repeated using different binning in the K

factor distribution. So, far no sizable effect on the measurement has been

observed.

Adding all these contributions together in quadrature a systematic un-

certainty of +3.6
−2.1 µm is assigned due to the K factor determination.

6.2.6 Physics Background

Background terms not coming from combinatorial enter in the fit as fixed

fractions. Since the pseudo-proper decay length of these events is different

from B0
s semileptonic decays, a mis-measurement of these background frac-

tions will change the final lifetime result. Two kind of these backgrounds were

taken into account in the lifetime fit, non-Bs background and cc̄ background.

Non–Bs background

To test the effect of the background fractions on the measured B0
s lifetime,

the values of these fractions are modified following the Br uncertainties,

according to the PDG [12], i.e. the fractions for D
(∗−)
s D(∗)0, D

(∗−)
s D(∗)+ ,

D
(∗−)
s D(∗) and components are changed by ±25%, while the fractions for

D
(∗−)
s D

(∗)+
s are changed by +100

−50 %. These variations are applied separately

and the lifetime fit is repeated for each case and recorded. Furthermore, since

the lifetime of B mesons enter in the fit as fixed values, we also have varied

them by ±1σ following the uncertainties quoted in the PDG [12]. Table 6.2

shows all the shifts in the lifetime observed. We also tested the possibility

of having different scale factors for the different components, since all D

have different lifetime. Using Monte Carlo samples, we have all scale factors

consistent with the unity but the one for Bd, which was found to be twice
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as big. We changed the fit to include this effect and found a difference of

−2.0 µm. We will add this to the total systematic uncertainty due to non–Bs

background. Then, a systematic uncertainty of +2.9
−4.2 µm is assigned due to

this source.

Variation ∆cτ (µm)

fDsD0 ± 25% ±2.0
fDsD+ ± 25% ±1.4
fDsD ± 25% ±0.3
fDsDs

−
+

50
100%

+1.1
−2.4

cτ(DsD
0) ± 1σ ±0.4

cτ(DsD
+) ± 1σ ±0.3

cτ(DsD) ± 1σ ±0.1
cτ(DsDs) ± 1σ ±0.8

Total +2.9
−3.7

Table 6.2: Result of the fit for variations on the non–combinatorial back-
ground parametrization.

cc̄ Background

To measure the effect of mis–estimation of this background we have modified

the shape and amount of the cc̄ background estimate. Taking variations on

the width of the Gaussian by ±1σ as well as the amount of background we

found shifts on the Bs lifetime of at the most +2.3
−0.8 µm. Smaller deviations

are observed when the fraction of cc̄ is allowed to float.

6.2.7 Summary

In Table 6.3, we summarize and then add in quadrature all the studied sys-

tematic uncertainties.
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Source ∆cτ (µm)

Detector alignment ±2.0
Combinatorial background ±4.3

Selection criteria +3.0
−0.3

K factor determination +3.6
−2.1

Decay length resolution ±3.7
non–B0

s background +2.9
−4.2

ccbar background +2.3
−0.8

Total +8.4
−7.6

Table 6.3: Summary of systematic uncertainties for the pseudo-proper decay
length.
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Chapter 7

Conclusions and Final

Thoughts

7.1 B0
s Lifetime

Using an integrated luminosity of ≈ 400 pb−1, we have measured the B0
s

lifetime in the decay channel D−
s µ

+νX under the assumption of a single–

exponential decay.

cτ(B0
s ) = 419.2 ± 13.1 (stat)+8.4

−7.6 (sys) µm, (7.1)

τ(B0
s ) = 1.398 ± 0.044(stat)+0.028

−0.025 (sys) ps. (7.2)

These results are in good agreement with the current world average values:

τ(Bs)HFAG = 1.442 ± 0.066 ps [17]. Table 7.1 shows the most recent semi–

leptonic measurements.

7.2 Conclusions

In conclusion, the B0
s lifetime measurement presented here is not only con-

sistent with the previous measurements, but it is currently the world’s best
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Experiment dataset τ(B0
s ) (ps)

World Average(PDG) [12] 1.461 ± 0.057
ALEPH 91-95 1.54+0.14

−0.13 ± 0.04
CDF 92-96 1.36 ± 0.09+0.06

−0.05

DELPHI 91-95 1.42+0.14
−0.13 ± 0.03

OPAL 90-95 1.50+0.16
−0.15 ± 0.04

Average of Dsl measurements [17] 1.442 ± 0.066
CDF [18] 02-04 1.381 ± 0.055+0.052

−0.046

This Measurement 02-04 1.398 ± 0.044+0.028

−0.025

Table 7.1: Previous semi–leptonic (i.e., flavor-specific) lifetime measure-
ments.

of its kind, even most precise than the global world’s average measurement

τ(Bs)PDG = 1.461 ± 0.057 ps [12], where semi–leptonic and hadronic decays

were combined. Note that this measurement takes ∆Γs equal to zero. The

extraction of the average lifetime τ̄s for ∆Γs 6= 0 could be available following

the procedures described by the Heavy Flavor Averaging Group (HFAG) [17].

Taking into account the PDG’s reported world average liftime measure-

ment of the B0 as τ(Bs)PDG = 1.532 ± 0.009 ps [12], our measurement is

approximately 2.5σ away from it, more than the 1% predicted by HQE as

indicated in section 2.3. However, this result is not conclusive to discard

HQE’s predictions since we estimate this difference could be further reduced

within that 1% margin with a new measurement that uses more statistics.

Currently this is work in progress which will include data collected up and

until 2009.

7.3 Final Thoughts

The precise measurement obtained in this thesis has been used,at least, in

another DØ collaboration article entitled “Combined DØ measurements con-

straining the CP -violatinig phase and width difference in the B0
s system” [22].
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In it, the collaboration combines the DØ measurement of the width difference

between the light and heavy B0
s mass eigenstates and of the CP -violating

mixing phase determined from the time-dependent angular distributions in

the B0
s → J/ψφ decays along with the charge asymmetry in semileptonic

decays also meatured with the DØ detector. Our particular B0
s lifetime

measurement is used when the article applies the new and improved world-

average value as an effective mean lifetime, in the process constraining the

values for both ∆Γs and |φs|. Figure 7.1 shows the resulting constraints,

serving as graphical proof of the usefulness of the measurement performed in

this thesis.

 (ps)sτ
1.3 1.35 1.4 1.45 1.5 1.55 1.6 1.65

 (
1/

p
s)

 
sΓ ∆

-0.1

0

0.1

0.2

0.3

0.4

0.5

φ ψ J/→ 0
sB

SM

Flavour
-1DØ , 1.1 fb

Constrained

Specific WA
Lifetime

 (radians)sφ
-2 -1.5 -1 -0.5 0 0.5 1

 (
p

s)
sτ

1.35

1.4

1.45

1.5

1.55

1.6

1.65

φ ψ J/→ 0
sB

-1D   , 1.1 fb

Constrained

Figure 7.1: (a) Error ellipse in the plane ∆Γs versus τ̄s for the fit to the
B0

s → J/ψφ data (dashed blue line) and for the fit with the constraint
from the two D0 measurements of the charge asymmetry in semileptonic B0

s

decay, and from the world-average flavor-specific liftime (solid red line); (b)
Error ellipse in the plane (τ̄s, φs) for the solution with φs < 0, cosδ1 > 0,
and cosδ2 < 0 of the fit to the B0

s → J/ψφ data (dashed blue line) and
of the fit with both the constraint from the two d0 measurements of the
charge asymmetry in semileptonic B0

s decay, and from the world-average
favor-specific lifetime (solid red line). [22]

As a final comment, a further study could be simultaneously fitting both

D− andD−
s as shown in figure 7.2 in yellow and green respectively. Such work

would be interesting and result in lifetime measurements for both particles,
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but it was beyond the scope of this thesis since our objective was to get the

most precise measurement possible, and a simultaneous fit technique would

certainly introduce larger errors.
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Figure 7.2: The mass distribution for the D−
s signal is shown in green, and

the D− signal in yellow, a simultaneous fit could also be used to measure
both lifetimes.
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.1 EvtGen Decay Files Used in the Analysis

.1.1 User Decay File for B0
s → D−

s µ+ νX decay signal

noMixing

Alias myphi phi

Alias myD_s- D_s-

Alias myD_s*- D_s*-

Alias myD_s0*- D_s0*-

Alias myD’_s1- D’_s1-

Decay B_s0

0.0210 myD_s- mu+ nu_mu PHOTOS ISGW2;

0.0560 myD_s*- mu+ nu_mu PHOTOS HQET 0.92 1.18 0.72;

0.0020 myD_s0*- mu+ nu_mu PHOTOS ISGW2;

0.0037 myD’_s1- mu+ nu_mu PHOTOS ISGW2;

# tau+ will be decay by TAUOLA, Br(tau+ -> mu+) = 17.7%

0.0080 myD_s- tau+ nu_tau ISGW2;

0.0160 myD_s*- tau+ nu_tau ISGW2;

0.0018 myD_s0*- tau+ nu_tau ISGW2;

0.0028 myD’_s1- tau+ nu_tau ISGW2;

Enddecay

Decay myD’_s1-

1.0000 myD_s*- pi0 VVS_PWAVE 1.0 0.0 0.0 0.0 0.0 0.0;

Enddecay

Decay myD_s0*-

1.0000 myD_s- pi0 PHSP;

Enddecay

Decay myD_s*-

0.942 myD_s- gamma VSP_PWAVE;

0.058 myD_s- pi0 VSS;

Enddecay

Decay myD_s-

1.0000 myphi pi- SVS;
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Enddecay

Decay myphi

1.0000 K+ K- VSS;

Enddecay

End

.1.2 User Decay File for B̄0 → D
(∗)−
s D(∗)+ background

sample

noMixing

Alias myD_s*- D_s*-

Alias myD_s- D_s-

Alias myD+ D+

Alias myD*+ D*+

Alias myD_1+ D_1+

Alias myD0 D0

Alias myD*0 D*0

Alias myphi phi

Decay anti-B0

0.0096 myD+ myD_s- PHSP;

0.0102 myD*+ myD_s- SVS;

0.0120 myD_1+ myD_s- SVS;

0.0094 myD_s*- myD+ SVS;

0.0200 myD_s*- myD*+ SVV_HELAMP 0.48 0.0 0.734 0.0 0.48 0.0;

0.0030 myD_s- myD+ pi0 PHSP;

0.0060 myD_s- myD0 pi+ PHSP;

0.0030 myD_s*- myD+ pi0 PHSP;

0.0060 myD_s*- myD0 pi+ PHSP;

0.0050 myD_s- myD+ pi+ pi- PHSP;

0.0037 myD_s- myD+ pi0 pi0 PHSP;

0.0037 myD_s- myD0 pi+ pi0 PHSP;

0.0050 myD_s*- myD+ pi+ pi- PHSP;
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0.0037 myD_s*- myD+ pi0 pi0 PHSP;

0.0037 myD_s*- myD0 pi+ pi0 PHSP;

Enddecay

Decay myD_1+

0.3333 myD*+ pi0 VVS_PWAVE 0.0 0.0 0.0 0.0 1.0 0.0;

0.6667 myD*0 pi+ VVS_PWAVE 0.0 0.0 0.0 0.0 1.0 0.0;

Enddecay

Decay myD*+

0.6830 myD0 pi+ VSS;

0.3060 myD+ pi0 VSS;

0.0110 myD+ gamma VSP_PWAVE;

Enddecay

Decay myD*0

0.6190 myD0 pi0 VSS;

0.3810 myD0 gamma VSP_PWAVE;

Enddecay

Decay myD_s*-

0.942 myD_s- gamma VSP_PWAVE;

0.058 myD_s- pi0 VSS;

Enddecay

Decay myD+

0.0430 anti-K*0 mu+ nu_mu PHOTOS ISGW2;

0.0700 anti-K0 mu+ nu_mu PHOTOS ISGW2;

0.0036 anti-K_10 mu+ nu_mu PHOTOS ISGW2;

0.0038 anti-K_2*0 mu+ nu_mu PHOTOS ISGW2;

0.0064 pi0 mu+ nu_mu PHOTOS ISGW2;

0.0028 eta mu+ nu_mu PHOTOS ISGW2;

0.0011 eta’ mu+ nu_mu PHOTOS ISGW2;

0.0027 rho0 mu+ nu_mu PHOTOS ISGW2;

0.0029 omega mu+ nu_mu PHOTOS ISGW2;

0.0027 K- pi+ mu+ nu_mu PHOTOS PHSP;

0.0008 mu+ nu_mu PHOTOS SLN;
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Enddecay

Decay myD0

0.0198 K*- mu+ nu_mu PHOTOS ISGW2;

0.0322 K- mu+ nu_mu PHOTOS ISGW2;

0.0014 K_1- mu+ nu_mu PHOTOS ISGW2;

0.0015 K_2*- mu+ nu_mu PHOTOS ISGW2;

0.0037 pi- mu+ nu_mu PHOTOS ISGW2;

0.0029 rho- mu+ nu_mu PHOTOS ISGW2;

Enddecay

Decay myD_s-

1.0000 myphi pi- SVS;

Enddecay

Decay myphi

1.0000 K+ K- VSS;

Enddecay

End

.1.3 User Decay File for B− → D
(∗)−
s D(∗)0 background

sample

noMixing

Alias myD_s*- D_s*-

Alias myD_s- D_s-

Alias myD+ D+

Alias myD*+ D*+

Alias myD_10 D_10

Alias myD0 D0

Alias myD*0 D*0

Alias myphi phi

Decay B-

0.0096 myD0 myD_s- PHSP;

0.0102 myD*0 myD_s- SVS;
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0.0120 myD_10 myD_s- SVS;

0.0094 myD_s*- myD0 SVS;

0.0270 myD_s*- myD*0 SVV_HELAMP 0.48 0.0 0.734 0.0 0.48 0.0;

0.0060 myD_s- myD+ pi- PHSP;

0.0030 myD_s- myD0 pi0 PHSP;

0.0060 myD_s*- myD+ pi- PHSP;

0.0030 myD_s*- myD0 pi0 PHSP;

0.0055 myD_s- myD+ pi- pi0 PHSP;

0.0055 myD_s- myD0 pi- pi+ PHSP;

0.0014 myD_s- myD0 pi0 pi0 PHSP;

0.0055 myD_s*- myD+ pi- pi0 PHSP;

0.0055 myD_s*- myD0 pi- pi+ PHSP;

0.0014 myD_s*- myD0 pi0 pi0 PHSP;

Enddecay

Decay myD_10

0.3333 myD*0 pi0 VVS_PWAVE 0.0 0.0 0.0 0.0 1.0 0.0;

0.6667 myD*+ pi- VVS_PWAVE 0.0 0.0 0.0 0.0 1.0 0.0;

Enddecay

Decay myD*+

0.6830 myD0 pi+ VSS;

0.3060 myD+ pi0 VSS;

0.0110 myD+ gamma VSP_PWAVE;

Enddecay

Decay myD*0

0.6190 myD0 pi0 VSS;

0.3810 myD0 gamma VSP_PWAVE;

Enddecay

Decay myD_s*-

0.942 myD_s- gamma VSP_PWAVE;

0.058 myD_s- pi0 VSS;

Enddecay

Decay myD+
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0.0430 anti-K*0 mu+ nu_mu PHOTOS ISGW2;

0.0700 anti-K0 mu+ nu_mu PHOTOS ISGW2;

0.0036 anti-K_10 mu+ nu_mu PHOTOS ISGW2;

0.0038 anti-K_2*0 mu+ nu_mu PHOTOS ISGW2;

0.0064 pi0 mu+ nu_mu PHOTOS ISGW2;

0.0028 eta mu+ nu_mu PHOTOS ISGW2;

0.0011 eta’ mu+ nu_mu PHOTOS ISGW2;

0.0027 rho0 mu+ nu_mu PHOTOS ISGW2;

0.0029 omega mu+ nu_mu PHOTOS ISGW2;

0.0027 K- pi+ mu+ nu_mu PHOTOS PHSP;

0.0008 mu+ nu_mu PHOTOS SLN;

Enddecay

Decay myD0

0.0198 K*- mu+ nu_mu PHOTOS ISGW2;

0.0322 K- mu+ nu_mu PHOTOS ISGW2;

0.0014 K_1- mu+ nu_mu PHOTOS ISGW2;

0.0015 K_2*- mu+ nu_mu PHOTOS ISGW2;

0.0037 pi- mu+ nu_mu PHOTOS ISGW2;

0.0029 rho- mu+ nu_mu PHOTOS ISGW2;

Enddecay

Decay myD_s-

1.0000 myphi pi- SVS;

Enddecay

Decay myphi

1.0000 K+ K- VSS;

Enddecay

End

.1.4 User Decay File for Bs
0 → D

(∗)−
s D

(∗)+
s background

sample

noMixing

107



Alias myD_s*- D_s*-

Alias myD_s- D_s-

Alias myD_s+ D_s+

Alias myD_s*+ D_s*+

Alias myphi phi

Decay B_s0

0.0086 myD_s- myD_s+ PHSP;

0.0090 myD_s*+ myD_s- SVS;

0.0099 myD_s*- myD_s+ SVS;

0.0197 myD_s*- myD_s*+ SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0;

Enddecay

Decay myD_s*+

0.942 myD_s+ gamma VSP_PWAVE;

0.058 myD_s+ pi0 VSS;

Enddecay

Decay myD_s*-

0.942 myD_s- gamma VSP_PWAVE;

0.058 myD_s- pi0 VSS;

Enddecay

Decay myD_s+

0.0200 phi mu+ nu_mu PHOTOS ISGW2;

0.0260 eta mu+ nu_mu PHOTOS ISGW2;

0.0089 eta’ mu+ nu_mu PHOTOS ISGW2;

0.0027 anti-K0 mu+ nu_mu PHOTOS ISGW2;

0.0010 anti-K*0 mu+ nu_mu PHOTOS ISGW2;

0.0046 mu+ nu_mu PHOTOS SLN;

Enddecay

Decay myD_s-

1.0000 myphi pi- SVS;

Enddecay

Decay myphi

1.0000 K+ K- VSS;
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Enddecay

End

.1.5 User Decay File for Bs
0 → D

(∗)−
s D(∗) background

sample

noMixing

Alias myD_s*- D_s*-

Alias myD_s- D_s-

Alias myD+ D+

Alias myD*+ D*+

Alias myD0 D0

Alias myphi phi

Decay anti-B_s0

0.0096 myD_s- myD+ K0 PHSP;

0.0096 myD_s*- myD+ K0 PHSP;

0.0096 myD_s*- myD0 K+ PHSP;

0.0024 myD_s- myD+ pi0 K0 PHSP;

0.0048 myD_s- myD0 pi+ K0 PHSP;

0.0048 myD_s- myD+ pi- K+ PHSP;

0.0024 myD_s- myD0 pi0 K+ PHSP;

0.0024 myD_s*- myD+ pi0 K0 PHSP;

0.0048 myD_s*- myD0 pi+ K0 PHSP;

0.0048 myD_s*- myD+ pi- K+ PHSP;

0.0024 myD_s*- myD0 pi0 K+ PHSP;

0.0017 myD_s- myD+ PHSP;

0.0017 myD*+ myD_s- SVS;

0.0017 myD_s*- myD+ SVS;

0.0017 myD_s*- myD*+ SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0;

Enddecay

Decay myD*+

0.6830 myD0 pi+ VSS;
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0.3060 myD+ pi0 VSS;

0.0110 myD+ gamma VSP_PWAVE;

Enddecay

Decay myD_s*-

0.942 myD_s- gamma VSP_PWAVE;

0.058 myD_s- pi0 VSS;

Enddecay

Decay myD+

0.0430 anti-K*0 mu+ nu_mu PHOTOS ISGW2;

0.0700 anti-K0 mu+ nu_mu PHOTOS ISGW2;

0.0036 anti-K_10 mu+ nu_mu PHOTOS ISGW2;

0.0038 anti-K_2*0 mu+ nu_mu PHOTOS ISGW2;

0.0064 pi0 mu+ nu_mu PHOTOS ISGW2;

0.0028 eta mu+ nu_mu PHOTOS ISGW2;

0.0011 eta’ mu+ nu_mu PHOTOS ISGW2;

0.0027 rho0 mu+ nu_mu PHOTOS ISGW2;

0.0029 omega mu+ nu_mu PHOTOS ISGW2;

0.0027 K- pi+ mu+ nu_mu PHOTOS PHSP;

0.0008 mu+ nu_mu PHOTOS SLN;

Enddecay

Decay myD0

0.0198 K*- mu+ nu_mu PHOTOS ISGW2;

0.0322 K- mu+ nu_mu PHOTOS ISGW2;

0.0014 K_1- mu+ nu_mu PHOTOS ISGW2;

0.0015 K_2*- mu+ nu_mu PHOTOS ISGW2;

0.0037 pi- mu+ nu_mu PHOTOS ISGW2;

0.0029 rho- mu+ nu_mu PHOTOS ISGW2;

Enddecay

Decay myD_s-

1.0000 myphi pi- SVS;

Enddecay

Decay myphi
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1.0000 K+ K- VSS;

Enddecay

End

.2 List of the most significant triggers for this

analysis

Trigger Name %

1 MU_2TRK3_L2M0 22.5

2 MUW_L2M0_2TK3_MM 22.3

3 MUW_W_L2M3_TRK10 19.7

4 MT3_L2M0_2TK3_MM 14.9

5 MT3_L2M0_MM5 14.8

6 MU_JT20_L2M0 12.5

7 MU_JT25_L2M0 10.6

8 MUW_W_L2M0_2TRK3 9.7

9 MU_JT20_MET10 8.8

10 MU_W_L2M3_TRK10 8.2

11 MU_A_L2M3_TRK10 7.6

12 MWTXT10_TK10 7.5

13 2MU_A_L2M0 6.4

14 MUZ_A_L2M3_TRK10 6.2

15 2MU_C_2L2_2TRK 5.8

16 MU_TAU10_L2M0 5.5

17 MU_EM_L2M5 5.2

18 MUW_A_L2M3_TRK10 4.9

19 2MU_A_L2ETAPHI 4.6

20 MU_W_L2M0_2TRK3 4.4

21 MT10W_L2M5_TRK10 4.4

22 MUW_L2M0_MM4 4.4
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23 MU_JT15_L2M0 4.3

24 MUZ_W_L2M3_TRK10 4.1

25 MUW_W_L2M0_TRK4 3.9

26 MT3_L2M0_MM4 3.5

27 MU_EM_L2M0 3.4

28 MU_TAU10_2T_L2M0 3.3

29 MUW_L2M0_Tk4_MM 3.2

30 3CJT5_JT20_L2M0 3.2
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.3 Lifetime fit for non–zero ∆Γ/Γ values

Using the B0
s → J/ψφ decay channel, DØ [19] and CDF [20] have measured

a non–zero value for ∆Γ/Γ, which enforce the hypothesis of different width

for each B0
s,heavy and B0

s,light eigenstates of the B0
s B̄

0
s system.

In the current analysis, using a single exponential decay, it has been

assumed ∆Γ/Γ = 0. The lifetime fit can be modified to propertly take into

account the different width (lifetime) of the two B0
s eigenstates. The modified

decay time distribution for the signal is given by

F (t) = e−ΓLt + e−ΓH t with ΓL/H = Γ ± ∆Γ/2

where ΓH/L are the width of the Heavy and Light eigenstate with Γ the

average width and ∆Γ the width difference of those eigenstates. In ref. [15]

we showed the difficulties which raise when a fit of this kind is introduced.

Here, we quote the values obtained when ∆Γ/Γ is fixed and 1/Γ is allowed to

float. The table below summarizes these numbers, along with the likelihood

difference respect to the ∆Γ/Γ = 0 value.

|∆Γ/Γ| c/Γ (µm) ∆(L)
0.00 419.2 ± 13.1 0.00
0.05 418.6 ± 13.1 -0.05
0.10 416.9 ± 13.1 -0.21
0.15 413.9 ± 13.0 -0.46
0.20 409.8 ± 12.9 -0.79
0.25 404.6 ± 12.7 -1.16
0.30 398.3 ± 12.5 -1.56
0.35 391.0 ± 12.3 -1.96
0.40 382.6 ± 12.0 -2.35
0.50 363.3 ± 11.5 -3.06

Table 2: Average lifetime values for different ∆Γ/Γ hypotheses.
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.4 Published paper: PRL 97, 241801 (2006)

The Physical Review Letter that was published with the results of this Thesis

has been appended in the following and final pages.
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C. De Oliveira Martins,3 J. D. Degenhardt,65 F. Déliot,18 M. Demarteau,51 R. Demina,72 P. Demine,18 D. Denisov,51

S. P. Denisov,39 S. Desai,73 H. T. Diehl,51 M. Diesburg,51 M. Doidge,43 A. Dominguez,68 H. Dong,73 L. V. Dudko,38

L. Duflot,16 S. R. Dugad,29 A. Duperrin,15 J. Dyer,66 A. Dyshkant,53 M. Eads,68 D. Edmunds,66 T. Edwards,45 J. Ellison,49

J. Elmsheuser,25 V. D. Elvira,51 S. Eno,62 P. Ermolov,38 J. Estrada,51 H. Evans,55 A. Evdokimov,37 V. N. Evdokimov,39

S. N. Fatakia,63 L. Feligioni,63 A. V. Ferapontov,60 T. Ferbel,72 F. Fiedler,25 F. Filthaut,35 W. Fisher,51 H. E. Fisk,51

I. Fleck,23 M. Ford,45 M. Fortner,53 H. Fox,23 S. Fu,51 S. Fuess,51 T. Gadfort,83 C. F. Galea,35 E. Gallas,51 E. Galyaev,56

C. Garcia,72 A. Garcia-Bellido,83 J. Gardner,59 V. Gavrilov,37 A. Gay,19 P. Gay,13 D. Gelé,19 R. Gelhaus,49 C. E. Gerber,52
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A. Jonckheere,51 P. Jonsson,44 A. Juste,51 D. Käfer,21 S. Kahn,74 E. Kajfasz,15 A. M. Kalinin,36 J. M. Kalk,61 J. R. Kalk,66

S. Kappler,21 D. Karmanov,38 J. Kasper,63 I. Katsanos,71 D. Kau,50 R. Kaur,27 R. Kehoe,80 S. Kermiche,15 S. Kesisoglou,78

A. Khanov,77 A. Kharchilava,70 Y. M. Kharzheev,36 D. Khatidze,71 H. Kim,79 T. J. Kim,31 M. H. Kirby,35 B. Klima,51

J. M. Kohli,27 J.-P. Konrath,23 M. Kopal,76 V. M. Korablev,39 J. Kotcher,74 B. Kothari,71 A. Koubarovsky,38 A. V. Kozelov,39

J. Kozminski,66 A. Kryemadhi,82 S. Krzywdzinski,51 T. Kuhl,24 A. Kumar,70 S. Kunori,62 A. Kupco,11 T. Kurča,20,*
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We report a measurement of the B0
s lifetime in the semileptonic decay channel B0

s ! D�s �
��X (and its

charge conjugate), using approximately 0:4 fb�1 of data collected with the D0 detector during 2002–
2004. Using 5176 reconstructed D�s �� signal events, we have measured the B0

s lifetime to be ��B0
s � �

1:398� 0:044�stat��0:028
�0:025�syst� ps. This is the most precise measurement of the B0

s lifetime to date.

DOI: 10.1103/PhysRevLett.97.241801 PACS numbers: 13.25.Hw, 14.40.Nd

Measurements of the lifetimes of different b hadrons
allow tests of the mechanism of heavy hadron decay. The
spectator model predicts that all hadrons with the same
heavy flavor content have identical lifetimes. However,
observed charm and bottom hadron lifetimes suggest that
nonspectator effects, such as interference between contrib-
uting amplitudes, are not negligible in heavy hadron de-
cays. This implies that a mechanism beyond the simple
spectator model is required. An effective theory called the
heavy quark expansion (HQE) [1] includes such effects and
predicts lifetime differences among the different bottom
hadrons. In particular, a difference of the order of 1% is
predicted between B0 and B0

s mesons. The measurement of
the flavor-specific B0

s lifetime using semileptonic decays is
also useful in determining the decay width difference
between the light and heavy mass eigenstates of the B0

s
meson, which is an equal mixture of CP eigenstates that
correspond to mass eigenstates in the absence of CP vio-
lation in the B0

s system.
In this Letter, we present a high-statistics measurement

of the B0
s lifetime, using a large sample of semileptonic B0

s
decays collected in p �p collisions at

���
s
p
� 1:96 TeV with

the D0 detector at the Fermilab Tevatron Collider in 2002–
2004. The data correspond to approximately 0:4 fb�1 of
integrated luminosity. B0

s mesons were identified through
their semileptonic decay B0

s ! D�s ���X [2], where the
D�s meson decays via D�s ! ���, followed by �!
K�K�.

The D0 detector is described in detail elsewhere [3]. The
detector components most important to this analysis are the
central-tracking and muon systems. The D0 central-
tracking system consists of a silicon microstrip tracker
(SMT) and a central fiber tracker (CFT), both located
within a 2 T superconducting solenoidal magnet, with
designs optimized for tracking and vertexing at pseudor-
apidities j�j< 3 and j�j< 2:5, respectively, (where � �
� ln�tan��=2��). A liquid-argon and uranium calorimeter
has a central section covering pseudorapidities up to	 1:1,
and two end calorimeters that extend the coverage to j�j 	
4:2 [4]. The muon system is located outside the calorim-
eters and has pseudorapidity coverage j�j< 2. It consists
of a layer of tracking detectors and scintillation trigger
counters in front of 1.8 T toroids, followed by two similar
layers after the toroids [5].

Events with semileptonic B-meson decays were selected
using inclusive single-muon triggers in a three-level trigger
system. The triggers used did not impose any impact
parameter criterion and were shown to not bias the lifetime
measurement. Off-line, muons were identified by extrapo-
lation of the muon track segments, formed by the hits in the

muon system, to the tracks found in the central tracking
system. Each muon was required to have a momentum p >
3 GeV=c and a transverse momentum pT > 2 GeV=c.

The primary vertex of each p �p interaction was defined
by all available well-reconstructed tracks [6] and con-
strained by the mean beam-spot position. The latter was
updated every few hours. The resolution of the recon-
structed primary vertex was typically 20 �m in the trans-
verse plane and 40 �m in the beam direction.

To reconstruct D�s ! ��� decays, tracks with pT >
1:0 GeV=c were assigned the kaon mass and oppositely
charged pairs were combined to form a � candidate. Each
� candidate was required to have a mass in the range
1:008–1:032 GeV=c2, compatible with the reconstructed
� mass at D0. The � candidate was then combined with
another track of pT > 0:7 GeV=c. For the ‘‘right-sign’’
combinations, we required the charge of the track to be
opposite to that of the muon and assigned the pion mass to
this track. All selected tracks were required to have at least
one SMT hit and one CFT hit. The three tracks selected
were combined to form a common vertex (the D�s vertex)
with a confidence level greater than 0.1%. The D�s candi-
date was required to have pT > 3:5 GeV=c.

The secondary vertex, where the B0
s decays to a muon

and a D�s meson, was obtained by finding the intersection
of the trajectory of the muon track and the flight path of the
D�s candidate. The confidence level of that vertex had to be
greater that 0.01%. The reconstructedD�s decay vertex was
required to be displaced from the primary vertex in the
direction of the D�s momentum.

The helicity angle �, defined as the angle between the
directions of the K� and D�s in the � rest frame, has a
distribution proportional to cos2�. A cut of j cos�j> 0:4
was applied to further reduce combinatorial background,
which was found to have a flat distribution. In order to
suppress the physics background originating from D�
�D�
�

processes [7], we required that the transverse momentum
of the muon with respect to the D�s meson, pTrel, exceed
2 GeV=c. The D�s �� invariant mass was also restricted to
3:4–5:0 GeV=c2, to be consistent with a B-meson candi-
date. Because the number of tracks near the B0

s candidate
tends to be small, we required the isolation I �
ptot���D�s �=�ptot���D�s � �

P
ptot
i �> 0:65, where the

sum
P
ptot
i was taken over all charged particles in the cone���������������������������������

����2 � ����2
p

< 0:5, with �� and �� being the azi-
muthal angle and the pseudorapidity with respect to the
(��D�s ) direction. The muon, kaon, and pion tracks were
not included in the sum.

The lifetime of the B0
s , �, is related to the decay length in

the transverse plane Lxy by Lxy � c�pT=m, where pT is
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the transverse momentum of the B0
s and m is its invariant

mass. Lxy is defined as the displacement of the B0
s vertex

from the primary vertex projected onto the transverse
momentum of the D�s �� system. Because the B0

s meson
is not fully reconstructed, pT�B

0
s� is estimated by

pT�D
�
s �

��=K, where the correction factor K �
pT�D

�
s �

��=pT�B
0
s� is determined using Monte Carlo

(MC) methods. The quantity used to extract the B0
s lifetime

is called the pseudoproper decay length (PPDL). The cor-
rection factor K was applied statistically when extracting
c��B0

s� from the PPDL in the lifetime fit.
In the cases with more than one B0

s candidate per event,
we chose the one with the highest vertex confidence level.
We also required the PPDL uncertainty to be less than
500 �m. The resulting invariant mass distribution of the
D�s candidates is shown in Fig. 1. The distribution for
‘‘right-sign’’ D�s �� candidates was fitted using a
Gaussian, to describe the signal, and a second-order poly-
nomial, to describe the combinatorial background. A sec-
ond Gaussian was included for the Cabibbo-suppressed
D� ! ��� decay. The best fit result is shown in the
same figure. The fit yields a signal of 5176� 242�stat� �
314�syst�D�s candidates and a mass of 1958:8�
0:9 MeV=c2. The width of the D�s Gaussian is 22:6�
1:0 MeV=c2. The systematic uncertainty comes from the
fit. For the D� meson, the fit yields 1551 events. Figure 1
also shows the invariant mass distribution of the ‘‘wrong-
sign’’ candidates. The observed shift in the D�s mass is
consistent with known issues associated with the calibra-
tion of the D0 track momenta. The contribution to the mass
region from reflected states was found to be negligible.
Studies confirmed that this mass shift introduces no sig-
nificant residual bias in the lifetime determination.

MC samples were generated using PYTHIA [8] for the
production and hadronization phase, and EVTGEN [9] for
decaying the b and c hadrons. Branching ratios from the
Particle Data Group have been used when available.
Detector acceptance and smearing were taken into account
using the full D0 detector simulation based on GEANT [10].
Generated MC signal samples include contributions from
D�s �

��, D
�s ���, D
�s0 �
��, D0�s1�

��, and D�
��s ���.
Apart from the background due to combinatorial pro-

cesses such as a prompt muon and an identified D�s meson,
there are several real physics processes that produce a
muon and a D�s meson, where neither comes from the
semileptonic decay of the B0

s meson. These ‘‘right-sign’’
D�s �� combinations are included in the signal sample and
are defined as ‘‘physics backgrounds.’’ Prompt D�s mesons
from c �c production at the interaction point can combine
with high-pT muons generated either via direct production
or in charm decays. These c �c background events are ex-
pected to have very short lifetimes and thus could introduce
a significant bias in the B0

s lifetime measurement.
Backgrounds that originate from �B mesons and provide
the D�s �� final state, but not via the semileptonic decay
B0
s ! D�s ���X, are called non-B0

s backgrounds. This
kind of background is expected to have a relatively long
lifetime, thus its effect on the B0

s lifetime fit is smaller than
that of the charm background. There are three sources of
such events: �B0 ! D�
��s D�
��X, B� ! D�
��s �D�
�0X, and
�B0
s ! D�
��s D�
�X, where the charm meson accompanying

the D�
��s , which decays to ���, decays semileptonically.
The momentum of the muon coming from the decay of the
D�
� is softer than that for the signal, because it comes from
the decay of a secondary charm hadron. This implies that
the contribution of these modes to the signal sample is
reduced by the kinematic cuts. We found the fractional
contribution of the backgrounds to the signal region to be
�10:0� 7:0�% for c �c background and �11:3�5:3

�3:6�% for
non-B0

s backgrounds.
The lifetime of the B0

s was found using a fit to the PPDL
distribution. We defined a signal sample using theD�s mass
distribution in the region from 1913:6 MeV=c2 to
2004:0 MeV=c2, corresponding to �2� from the fitted
mean mass. The PPDL distribution of the combinatorial
background events contained in the signal sample was
defined using ‘‘right-sign’’ events from the D�s sidebands
(1755:3–1800:5 MeV=c2, and 2117:1–2162:3 MeV=c2)
and ‘‘wrong-sign’’ events between 1755.3 and
2162:3 MeV=c2. The combinatorial background due to
random track combinations was modeled by the sideband
sample events. This assumption is supported by the mass
distribution of the ‘‘wrong-sign’’ combinations where no
enhancement is visible in the D�s mass region.

The PPDL distribution obtained from the signal sample
was fitted using an unbinned maximum log-likelihood
method. Both the B0

s lifetime and the background shape
were determined in a simultaneous fit to the signal and
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FIG. 1. The mass distribution of ��� candidates. Points with
errors bars show the ‘‘right-sign’’ D�s �� combinations, and the
open squares show the corresponding ‘‘wrong-sign’’ distribution.
The dashed curve represents the result of the fit to the ‘‘right-
sign’’ combinations. The two peaks are associated with the D�

and D�s mesons, respectively.
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background samples. The likelihood function L is given by

 L � Csig

YNS

i

�fsigF
i
sig � �1� fsig�F

i
bck�

YNB

j

F j
bck; (1)

where NS, NB are the number of events in the signal and
background samples and fsig is the ratio of D�s signal
events obtained from the D�s mass distribution fit to the
total number of events in the signal sample. To constrain
fsig, we factored in an additional likelihood term using the
number of D�s signal events observed from the invariant
mass distribution, and its uncertainty Csig.

Because the current world-average width difference be-
tween the light and heavy mass eigenstates (��s) of the B0

s
system is small [11] compared with the current precision of
the data, we used for the signal probability distribution
function (PDF) F i

sig, a normalized single exponential de-
cay function convoluted with a Gaussian resolution func-
tion. The K-factor correction was also convoluted with the
exponential decay function. Since a priori, we do not know
the decay length uncertainty, which we estimated on an
event-by-event basis, an overall global scale factor s was
introduced as a free parameter in the B0

s lifetime fit. The
events from non-B0

s background were taken into account in
the fit by including similar PDFs to those in the signal but
using fixed parameters according to the world-average
values [12]. A different K-factor distribution was also
used for each process. To take into account the c �c back-
ground, we used a Gaussian distribution with fixed parame-
ters. These contributions were evaluated and parametrized
using MC methods following a similar procedure as for the
signal evaluation.

The combinatorial background sample F i
bck was pa-

rametrized using a Gaussian distribution function for the
resolution plus several exponential decays: two for the
negative values in the PPDL distribution (one short and
one long component) and two for the positive values of the
distribution.

Figure 2 shows the PPDL distribution of the D�s ��

signal sample with the fit result superimposed (dashed
curve). The dotted curve represents the sum of the back-
ground probability function over the events in the signal
sample. The B0

s signal is represented by the filled area.
To test the resolutions, pulls, fitting, and selection crite-

ria, we performed detailed studies using MC samples and
found no significant bias in our analysis procedure. In order
to study the stability of the B0

s lifetime measurement, we
split the data sample into two parts according to different
kinematic and geometric parameters, compared the fitted
results, and found the lifetimes consistent within their
uncertainties. We also varied the selection criteria and
mass fit ranges, and did not observe any significant shifts.
We performed an extensive study of our fitting procedure,
looking for any possible bias using MC ensembles with
statistics of the size of our data set and distributions as

those in data. These samples were fitted, and the mean and
width of the distributions of extracted parameters were
found to be consistent with the fits to data. One final check
of the procedure involved performing a similar lifetime fit
to a control sample defined by the Cabibbo-suppressed
decay D� ! ��� (see Fig. 1). We found that 89.1% of
the sample comes from B0 ! D���X, and the B0 lifetime
to be 1:541� 0:093 ps, where the uncertainty is statistical
only. This result is in good agreement with the world-
average B0 lifetime [11,12].

We considered and evaluated various sources of system-
atic uncertainties. The major contributions come from the
determination of the combinatorial background, the model
for the resolution, and the physics background. To deter-
mine the systematics due to the uncertainty on the combi-
natorial background, we tested other assumptions on the
background samples: we used just the events in the side-
bands, just the events in the wrong-sign combinations, and
removed either the right sideband or the left sideband
samples. We also modified the definitions of those samples,
changing the mass window sizes and positions. The largest
difference in c� observed in these variations of background
modeling was 4:3 �m, which was taken to be the system-
atic uncertainty due to this source. The effect of uncer-
tainty in the resolution of the decay length was studied
using an alternative global scale factor s. We repeated the
lifetime fit with fixed values of s obtained from MC
samples and from a different lifetime analysis [13].
Using a variation of the resolution scale by a factor of 2
beyond these bounds, we found a 3:7 �m variation in c�.
The uncertainty from the physics background was eval-
uated by varying the branching fractions of the different
processes as well as the shapes of the lifetime templates, as
given by their known lifetime values [12]. The variations
were within 1 standard deviation in each case. Assuming
no correlation between them, we added the effects of all the
variations in quadrature and found a total contribution of
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FIG. 2 (color online). Pseudoproper decay length distribution
for D�s �� candidates with the result of the fit superimposed as
the dashed curve. The dotted curve represents the combinatorial
background and the filled area represents the B0

s signal.
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�2:9
�4:2 �m. Using a similar procedure, we evaluated the
uncertainty coming from the determination of the c �c back-
ground and found a difference of �2:3

�0:8 �m.
To evaluate the uncertainty associated with the K factor

determination, we modified the kinematics of the event
using a different decay model, a different pT spectrum for
the b quark, and a different pT spectrum for the muon. We
also varied the amount of each component, according to
their uncertainty, of the B0

s ! D�s �
�X signal. In each

case, the K factor was reevaluated and the fit repeated.
We added all K factor variation effects in quadrature and
found a total uncertainty of �3:6

�2:1 �m.
There are two requirements in our selection method

that could potentially change the final result by altering
the shape of the PPDL distribution: pTrel > 2 GeV=c and
the positive displacement from the primary vertex of the
reconstructed D�s decay vertex. Using MC methods, we
evaluated their effects by removing them one at a time.
The largest variation observed was �3:0

�0:3 �m, and the se-
lection efficiency is flat as a function of proper decay
time. The effect of a possible misalignment of the SMT
system was tested in Ref. [13]. We repeated the study us-
ing MC signal samples and observed the same shift of
c� � 2 �m, which was taken as a systematic uncertainty
due to possible misalignment. The total systematic uncer-
tainty from all of these sources added in quadrature is
�8:4
�7:6 �m.

In summary, using an integrated luminosity of ap-
proximately 0:4 fb�1, we have measured the B0

s lifetime
in the decay channel D�s ���X to be ��B0

s� � 1:398�
0:044�stat��0:028

�0:025�syst� ps. Note that this measurement
takes ��s equal to zero. The extraction of the average
lifetime ��s for ��s � 0 is straightforward [11]. The result
is in good agreement with previous experiments as well as
the current world-average value for all flavor-specific de-
cays, ��B0

s� � 1:442� 0:066 ps [11,14]. Our B0
s lifetime

measurement is the most precise to date and exceeds the
precision of the current world-average measurement
��B0

s�PDG � 1:461� 0:057 ps [12], where semileptonic
and hadronic decays were combined. This measurement
is approximately 2:5� away from the B0 lifetime, more
than the 1% predicted by HQE.
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