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A PRECISION MEASUREMENT OF THE W BOSON MASS WITH 1 FB−1

OF DØ RUN IIA DATA

Abstract

by

Jyotsna Osta

This thesis is a detailed presentation of a precision measurement of the mass of

the W boson. It has been obtained by analyzing W → eν decays. The data used

for this analysis was collected from 2002 to 2006 with the DØ detector, during

Run IIa of the Fermilab Tevatron collider. It corresponds to a total integrated

luminosity of 1 fb−1. With a sample of 499,830 W → eν candidate events, we

obtain a mass measurement of MW =80.401 ± 0.043 GeV. This is the most precise

measurement from a single experiment to date.
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CHAPTER 1

AN INTRODUCTION TO PARTICLE PHYSICS

1.1 A Brief Introduction

Ever since the beginning of time, there have been a multitude of questions that

have always occupied the thoughts and thinking prowess of mankind on this earth.

He has long asked himself questions like “What is the Universe made of?”, “What

holds it all together?”, “Is there a simple explanation for the origin of matter at

the most fundamental level?” and “What exactly do we mean by fundamental?”.

His attempts to find answers to these queries have often led him on endless quests,

pursuits and research. Some of them have yielded remarkable answers that help

him inch forward in solving the mysteries of the conglomeration of this universe

that he lives in. Clues that help him assemble the puzzle of the creation of the

world around him, including himself.

Particle physics is that quest. The pursuit to discover the laws of nature

working at the most fundamental or basic level, by discovering the fundamental

building blocks of the Universe and the nature of interactions that exist amongst

them. Thus it involves the study of matter at the smallest possible scales. This

field of physics investigates interactions occuring at high energies (trillions of elec-

tron volts) due to the extremely small dimensions (< 10−15 m) and high masses

associated with the fundamental constituents. Thus it is also rightly termed as

High Energy physics.
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1.2 A Timeline of the History of Particle Physics

We begin with a brief journey down memory lane, one that provides some

information aimed at answering the two most important questions “What is the

world made of?” and “What holds it all together?”. While addressing the first

one, we look at the development of particle physics from a historical point of view,

the events surrounding the discoveries of the various fundamental constituents of

matter as we know them at present. The second question gets answered by way

of a simple description of the interactions of the particles as we know them, thus

looking at the four broad categories of forces, into which we categorize the various

interactions that exist around us. A detailed account of the historical development

of particle physics is given in [1].

1.2.1 Classification of Particles - Fermions and Bosons

One of the most fundamental concepts regarding our understanding of the

particles and their interactions comes from Pauli’s spin-statistics theorem of 1940.

This connects the statistics obeyed by a particle with its intrinsic property of spin

angular momentum. Particles with half-integral spin ( 1
2
~, 3

2
~, ..... ) obey “Fermi-

Dirac” statistics and are called “fermions” while those with integral values of

spin (0, ~, 2~, ..... ) obey “Bose-Einstein” statistics and are thus referred to

as “bosons”. Quarks and baryons are examples of fermionic particles whereas

photons and mesons are prime examples of bosons.

For particles obeying Fermi-Dirac statistics, the wavefunction describing a pair

of identical particles is anti-symmetric under an interchange of coordinates of the

two particles. This implies that two identical fermions cannot exist in the same

quantum state [2].
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For the Bose-Einstein particles, the wavefunction is symmetric under an inter-

change of coordinates of two particles, thus implying that bosons can and like to

exist in the same quantum state.

1.2.2 The Beginning of the End of the Classical Era

The study of particle physics, in fact the subatomic world itself, had its humble

yet significant beginnings in the discovery of radioactivity by Henri Becquerel [3–

6] in 1896. His discovery of the invisible emanations from uranium without the

presence of an initiating energy paved the way for a life-long research on radioac-

tivity by Marie and Pierre Curie [7–9], the most unique achievement of which was

the realization that radiation is an atomic property of matter. The most intelli-

gible understandings of the structure of the atom came from the discovery of the

electron by J.J. Thomson [10, 11] in 1897 and the experimental work of Ernest

Rutherford in 1911. Rutherford’s α-particle scattering experiments [12, 13] laid

the foundation of the planetary model of the atom, in which the mass and positive

charge of the atom were concentrated in its nucleus. In 1914, Niels Bohr [14] pro-

posed a model of the Hydrogen atom and calculated its spectrum. However the

proposed model did not seem to work for heavier atoms like Helium and Lithium.

For although Helium has two electrons and Lithium has three, they weigh four

and seven times as much as a Hydrogen atom, respectively. The dilemma was re-

solved with James Chadwick’s discovery of the neutron in 1932 [15], an electrically

neutral twin of the proton.
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1.2.3 Discovering the Photon

With these significant discoveries atomic and nuclear physics had begun of-

fering simple and satisfying answers to the questions about the constituents of

matter. Planck’s theory in 1900 [16] proposing that electromagnetic radiation

was quantized and Einstein’s rather radical explanation of the photoelectric effect

in 1905 [17, 18] were additional steps aimed at consolidating the particle nature

of matter at the fundamental level. However they took the scientific world by

storm. Even though the results of the decade-long experiments of the photoelec-

tric effect performed by Millikan [19] came down in favor of Einstein’s theory,

the acceptance of a quantized model for radiation seemed wholly untenable. The

issue was finally settled in 1923 by the scattering experiments of light conducted

by A.H. Compton [20]. The shift in wavelength of the light scattered by a particle

at rest could only be explained by treating light as a particle of zero rest mass

with energy given by Planck’s equation:

E = hν (1.1)

Here h is Planck’s constant and ν is the frequency of light. This particle of light

was called the photon(γ). Although the introduction of the photon received a

cold reception, it offered a whole new approach to understanding electromagnetic

interactions and was eventually accepted as the mediator of the electromagnetic

field.

1.2.4 Discovering the Meson

However the question “What holds the nucleus together?” still loomed large.

In 1934 Yukawa came forward with a theory [21] for the strong force, the ex-
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tremely short-ranged force responsible for holding the protons and neutrons at

close proximities inside the nucleus. He assumed that the protons and neutrons

were attracted by some sort of quantized field and called the carrier of this field

the meson (“middle-weight”). He estimated its mass to be one-sixth that of the

proton. Cosmic ray experiments in 1947 however proved that there are two kinds

of middle-weight particles, the pions(π) and muons(µ). The true Yukawa meson is

the pion [22], the muon being a heavier version of the electron and thus a lepton.

1.2.5 Discovering the Antiparticles

The Dirac equation provides a description of elementary spin- 1
2

particles such

as electrons, consistent with both the theories of quantum mechanics and special

relativity. It was formulated in 1927 [24]. However a puzzling feature of this equa-

tion was that for every positive-energy solution (E =
√

p2c2 +m2c4) it predicted

a corresponding solution with negative energy (E = −
√

p2c2 +m2c4). The meant

that the electron could spiral to increasingly negative energy states by radiating

off an infinite amount of energy. To rescue his equation, Dirac postulated that

the negative-energy states are all filled by a perfectly uniform, infinite “sea” of

electrons. The electrons that we observe occupy the positive-energy states. How-

ever this meant that the absence of a negative-energy electron from the sea would

appear as a net positive energy in that location, thus leading to the idea of “holes”

appearing in the sea. Dirac at first hoped that these holes might be protons, but

it was soon clear that the holes had to be identical to the electrons - 2000 times

lighter than a proton. Since no such particle was known at the time, Dirac’s

theory seemed to be standing on shaky grounds.

The discovery of the positron by Anderson in 1931 [23] proved to be the saving
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grace for Dirac’s theory of relativistic quantum mechanics. It was the first an-

tiparticle to be discovered and is also known as the antielectron, differing from the

electron only by its charge. The theoretical formulations of Feynman and Stuckel-

berg in the 1940s expressed Dirac’s negative-energy states as the positive-energy

states of a different particle (positron), thus placing the electron and positron on

an equal footing.

The negatively charged antiproton was first observed experimentally at the

Berkeley Bevatron facility in 1955 and the neutral antineutron was discovered at

the same place in 1956. However the discovery of antimatter brought with it its

own set of questions on the existence of the universe, for matter and antimatter

annihilate in close proximity. It thus paved the way for research on the apparent

matter-antimatter asymmetry.

1.2.6 Advent of the Neutrino

The discovery of neutrinos, though, was not that straightfoward. Historically,

the study of beta decay provided the first physical evidence of the neutrino. As

we know, radioactive β-decay involves the underlying conversion of a neutron into

a proton with the emission of an electron. Hence the kinematics of two-body

decays predict a fixed energy for the electron. However, in 1911 Lise Meitner and

Otto Hahn performed an experiment that showed that the energies of electrons

emitted by beta decay had a continuous rather than a discrete spectrum. This

was in apparent contradiction to the law of conservation of energy, as it appeared

that energy was lost in the beta decay process. In 1920-1927, Charles Ellis (along

with James Chadwick and colleagues) established that the beta decay spectrum

is really continuous, thus ending all controversies.
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Fortunately Wolfgang Pauli suggested the emission of another electrically neu-

tral particle [25], a silent accomplice that carried away the missing energy. In

1933, Enrico Fermi presented a theory of β-decay [26] after incorporating Pauli’s

particle. It proved to be immensely successful and Fermi called this apparently

weightless particle the “neutrino”. The β-decay of the neutron thus stands as

n→ p+e− + ν̄. Disintegrating pions (π → µ+νµ) and muons (µ− → e−+ ν̄e +νµ)

[27] in experiments conducted by C.F. Powell and his group also suggested that

the neutral particle that left no footprints in the emulsion was perhaps Pauli’s

neutrino. The experimental confirmation came in the mid 1950s by way of exper-

iments conducted by F. Reines and C.L. Cowan on the “inverse” β-decay reaction

(ν̄e + p+ → n + e+) [28] with the help of antineutrino beams from the Savannah

River nuclear reactor.

Now, since the particle produced in ordinary β-decay is actually an antineu-

trino and not a neutrino, the question of the two particles being the same or

distinguishable arose. Davis and Harmer showed that the neutrino and antineu-

trino are actually two distinct particles, by verifying that the crossed reaction

involving antineutrinos (ν̄e + n→ p+ + e−) does not happen [29]. This led to the

concept of lepton number (L) conservation in particle interactions. The leptons

(e− or µ− or ν) were assigned a lepton number of L =1 whereas the antiparticles

(e+ or µ+ or ν̄) were assigned L = -1. This was later refined to separate conser-

vation of electron (Le) and muon (Lµ) lepton numbers to account for all allowed

and forbidden processes, thus postulating the existence of two types of neutrinos,

νe and νµ, and their corresponding antineutrinos. Thus the neutron β-decay is

stated as n→ p+e−+ ν̄e, in a more correct way. The existence of νµ was proved in

1962 by the pion (π−) decay experiments of Lederman, Schwartz and Steinberger
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at Brookhaven [30].

1.2.7 Hadrons and the Concept of Strangeness

The meson family was extended to include the neutral and charged kaons (K0

and K+) discovered in 1947 and 1949 respectively. In due course many more

mesons like the η, the φ, the Ω, the ρ’s, etc., were also discovered.

In 1950, another neutral particle decaying into a proton and a pion was discov-

ered by Anderson’s group at Cal Tech. It was called the Λ and was categorized as

a baryon. Baryons are the family of composite particles made up of three quarks.

Hence they are heavier than their elementary counterparts and are strongly in-

teracting fermions (obey Fermi-Dirac statistics). Protons and neutrons are also

baryons. The next few years led to the discovery of more baryons like the Σ’s, the

∆’s, etc. The law of conservation of baryon number was postulated for explaining

the allowed and forbidden baryonic reactions. This provided an explanation for

the stability of protons, the proton being the lightest baryon, could not decay

without violating baryon number conservation.

The baryons and mesons were collectively known as the hadrons. It was ob-

served that many of these newly discovered hadrons seemed to have distinctly dif-

ferent production and disintegration mechanisms. In essence, they were produced

copiously but decayed relatively slowly. In modern terminology, these particles

are produced by the strong force but decay via the weak force. In order to ex-

plain this discrepancy Gell-Mann [31] and Nishijima [32] introduced the concept

of strangeness (S), a property of the particles that is conserved in strong but not in

weak interactions. Thus the Kaons carry a strangeness of S= +1 and the Σ’s and

Λ carry S= -1. The “ordinary” particles like the pion, proton and neutron have
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S=0. Conservation of strangeness was used to explain the production of hadrons

involving strong processes. Non-conservation of strangeness explained the long

time scale of the decay processes that involve weak interactions. Weak interac-

tions also violate parity. This was revealed through the τ − θ puzzle, where two

strange mesons, τ and θ, were identical in every respect, except that one decayed

into two (θ+ → π+ + π0) pions, the other into three (τ+ → π+ + π+ + π−) pions,

states of opposite parity. Lee and Yang suggested that both τ and θ were the

same, the K+ meson, and parity is simply violated in one of the weak decays [33].

1.2.8 The Particle Zoo - ca. 1960

By 1960, the zoo of particles had grown immensely into different types of

leptons and hadrons and thus needed classification. In 1961, Gell-Mann introduced

the Eightfold Way [34] for grouping the hadrons on the basis of their charge and

strangeness. The eight lightest baryons were grouped to form the baryon-octet

while the eight lightest mesons formed the meson-octet. The heavier baryons

were grouped to form the baryon decuplet whereas the heavier mesons formed

the meson-nonets. The antibaryons were also grouped into their respective octets

and decuplets possessing opposite strangeness and charge. This grouping of the

hadrons into multiplets was incomplete, allowing for the prospect of many new

particles to be discovered. Over the next decade every newly discovered hadron

neatly found a place in the multiplets, the most exciting being the discovery of

the Ω− in 1964.

The importance of the Eightfold Way not only lay in the classification that it

provided but also in the organizational structure that it set up for the hadrons.

Its stupendous success thus ushered in the era of modern particle physics.
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1.2.9 A Model for the Quarks

As a result of the success of the Eightfold Way, Gell-Mann [34] and Zweig [36,

37] independently postulated the sub-structure of hadrons in 1964. Gell-Mann

called these elementary constituents “quarks” while Zweig referred to them as

“aces”. Initially three quarks were proposed, of flavors up, down and strange.

The up quark (denoted as u) carried a charge Q=+2/3 and strangeness S=0, the

down quark (denoted by d) had Q=-1/3 and S=0 while the strange quark (denoted

by s) had Q=-1/3 and S=-1. As per the quark model, every baryon was composed

of three quarks, while every meson comprised of a quark and an antiquark. The

quark model helped explain the appearance of hadrons in the baryon decuplets

and meson nonets, besides making room for the newly discovered η ′ as a singlet

in the meson nonet.

The quark model however suffered from threats to its credibility since isolated

quarks had never been observed. Moreover the fact that three quarks (fermions)

could exist in the same state in a baryon was in direct conflict with Pauli’s ex-

clusion principle. Although the deep inelastic scattering experiments at SLAC

in 1968 did conclude that the charge of the proton seemed to be concentrated

in three small lumps, thus providing some first evidence for the quarks, they did

little to alleviate discomfort about the exact nature of quark confinement. Be-

sides, O.W. Greenberg’s proposal of three colors [38] (red, green and blue) for

each quark flavor did little to resolve the conflict with Pauli’s exclusion principle.

All these factors contributed to considerable doubt about the authenticity of the

quark model of matter, up until 1974.
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1.2.10 Discovering the Charm Quark

The discovery of the J/ψ meson in 1974, from the independent experiments

of C.C. Ting and B. Richter [39] propelled some intriguing questions into the

limelight. This electrically neutral, extremely heavy meson had an extraordinary

long lifetime of 10−20 sec, 1000 times larger than usual. Although the discovery

of the J/ψ was not a direct confirmation of the existence of free quarks or color

hypothesis or explanation of quark confinement, the true nature of the J/ψ meson

was explained by the quark model through the assumption of a fourth quark

called the charm (denoted as c). The J/ψ represents a bound state of the charm

and its antiquark. The charm discovery provided a parallel between the leptons

(e, νe, µ, νµ) and quarks (d, u, s, c) known at the time. The evidence of hadrons

containing the “bare” c quark in the form of charmed baryons (e.g. λ+
c (=udc)

and Σ++
c (=uuc)) [40] and charmed mesons (e.g. D0 and D+) [41] in 1975 and

1976 respectively, confirmed the charm hypothesis, established the J/ψ as cc̄ and

helped to put the quark model back on a firmer footing.

1.2.11 Discovering the Bottom and Top Quarks

At this point the quark model consisted of four quarks and the four leptons.

The tau lepton was discovered in 1975 and assuming that the corresponding neu-

trino (ντ ) also existed, it ruptured the symmetry of the model. However another

heavy meson discovered in 1977 and called the Upsilon [42] was postulated to be

a bound state of another heavy quark called the “beauty” or “bottom” (denoted

by b). Hadrons such as λb (=udb), B0 and B− containing the bottom quark were

discovered during 1981 to 1983. These discoveries led to a third generations of

leptons and quarks being included in the quark model. Attempts at preserving
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the symmetry of the quark model now required the existence of another quark,

the “truth” or “top” (denoted as t). It was eventually discovered in 1995 at

Fermilab [43].

The quark model thus stands at six quarks and six leptons at present. These

particles form the building blocks for the Standard Model that in turn provides

a theoretical framework for the fundamental particles of matter and their inter-

actions in this universe. A detailed discussion on the Standard Model is given in

the later sections.

1.3 Interactions and Fields in Particle Physics

The elementary constituents of matter interact amongst themselves by way

of four distinct types of fundamental interactions or fields. Gravity is the most

familiar, though it is the least important at the miniscule scales probed by particle

physics. Apart from gravity, electromagnetic interactions are responsible for prac-

tically all the phenomena that we observe in daily life. Interatomic forces that act

between atoms can be traced to the electromagnetic interactions existing among

the protons and electrons inside the atoms. Similarly intermolecular forces acting

between molecules and binding them together are electromagnetic in nature. All

forms of chemical phenomena as well as the ordinary forces of “pulling” and “push-

ing” that we encounter in daily life are examples of electromagnetic interactions.

Weak interactions are most often observed in the slow β-decay of radioactive nu-

clei. Strong interactions are responsible for holding the quarks together inside a

nucleon and their residual effects account for the interactions between protons and

neutrons that is the nuclear binding force. Table 1.1 summarizes the forces and

the carriers of these force fields.
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TABLE 1.1

FUNDAMENTAL FORCES AND THEIR CARRIERS

Force Carrier Symbol Charge (e) Spin Mass (GeV/c2)

Strong Gluon g 0 1 0

Electromagnetic Photon γ 0 1 0

Weak W -boson W± ±1 1 80.399 ± 0.025

Z-boson Z0 0 1 91.1876 ± 0.0021

Gravitational Graviton G 0 2 0

1.3.1 Electromagnetic Interactions

The photon is the force carrier of electromagnetic interactions. It is massless,

which accounts for the long range nature of these interactions. The coupling

constant specifying the strength of the interaction between charged particles and

photons is the dimensionless fine-structure constant α given as

α =
e2

4π~c
= 1/137.0360 (1.2)

The photon couples to the electron with strength
√
α so that the photoelectric

cross-section is proportional to α. The field theory that is used to compute the

cross-sections and dynamics of these electromagnetic interactions is known as

Quantum Electrodynamics.
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1.3.2 Gravitational Interactions

The quantum called the graviton is thought to be the carrier of the gravi-

tational force and thus responsible for mediating the gravitational interactions,

such as those existing between planets and stars. The mass of the graviton is zero

due to the infinite range of the interactions. At present there is no self-consistent

quantum field theory of the graviton.

1.3.3 Weak Interactions

The first evidence of weak interactions lay in the nuclear β-decay experiments

of Becquerel in 1896. Typical examples are the decay of neutrons with leptons

among the decay products. This is termed as β− decay. With Pauli’s suggestion

of the presence of a (anti) neutrino in these interactions, Fermi developed the

first theory of weak interactions, on the assumption that they were similar to

electromagnetic interactions. He postulated that the interaction was point-like

and used the four-fermion coupling constant GF to describe the process. The β

decays are given as follows:

n→ p+ e− + ν̄e (1.3)

Since weak interactions are charge-changing they seem to be mediated by a charged

quantum acting between fermionic currents. This exchange of the charged quan-

tum earned them the pseudonym of “charged current” interactions. The mediator

was called the intermediate vector boson. The postulation of another neutral

quantum that also seemed responsible for these weak interactions was confirmed

in 1973 by the discovery of the “neutral current” weak interactions. However

the extremely short range of the weak forces made it challenging enough for the

theorists to make predictions about the properties of these mediators of the weak
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interactions, except for the speculation that they had to be massive. More details

about these mediators of the weak force have been provided in Section 1.5.

The weak force is also unique because it violates parity. This was postulated

by Lee and Yang in 1956 [33]. The experiments of Wu et al. [44] confirmed that

weak interactions violate parity maximally. Parity had previously been thought to

be a conserved symmetry in any physical reaction. Interactions having the form

V −A, where V stands for a polar vector (“true” vector) and A is an axial vector

(pseudo vector), violate parity maximally. The polar and axial vectors transform

differently under parity transformation. Hence due to the V −A form of the weak

interactions, only negative helicity (left-handed) states of the leptons participate

in the weak decays. Thus in the β-decay reaction given above, only left-handed

electrons and right-handed ν̄e are allowed. It is tough to measure the helicity of a

neutrino directly. An indirect method is by a measurement of the muon helicity

in the pion (π+ and π−)decay.

π− → µ− + ν̄µ (1.4)

In the π− decay, if the pion is at rest, both the muon and antineutrino come out

back to back. Besides since the spin of the pion is zero, the spins of the decay

products must be oppositely aligned. Therefore if the antineutrino is right-handed

the muon must also be right-handed. This is precisely what the experimental

results show [45]. Thus a measurement of the muon helicity gives an idea of the

helicity of the antineutrino. By the same token, in the π+ decay (π+ → µ+ + νµ)

the µ+ is always left-handed which indicates that the neutrino is left-handed.
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1.3.4 Strong Interactions

Strong interactions are responsible for the binding of quarks in hadrons. The

mediator of these quark interactions is called the gluon. It is a neutral, mass-

less, flavorless (unlike the quark flavors u, d and s) particle with a spin of 1.

Both quarks and gluons carry a “color” charge which is analogous to the electric

charge. Depending on the colors involved, quark-quark interactions mediated via

gluon exchange may be attractive or repulsive. Neither quarks nor gluons exist as

isolated particles, they exist as colorless combinations with other quarks and/or

gluons. The quantum field theory describing the strong interactions at the quark

level is known as Quantum Chromodynamics.

The electroweak theory provides a unified description of two of the above four

fundamental interactions of nature, the electromagnetic and the weak interactions.

Although both these forces appear to behave very differently at everyday low

energies, they are essentially two different aspects of the same force. As postulated

by the Standard Model, above a unification energy on the order of 100 GeV, both

the electromagnetic and weak interactions could be merged into the combined and

single electroweak interaction.

The electroweak force will be discussed in great detail in the next chapter.

1.4 The Standard Model

The theoretical framework that provides a suitable explanation for the ele-

mentary particles and the fundamental interactions that exist amongst them is

known as the Standard Model. This framework incorporates the related theories

of Quantum Electrodynamics, Quantum Chromodynamics, the Glashow- Salam-

Weinberg theory of electroweak processes [46–48] and has been very successful in
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the many experimental tests that it has undergone. One of the attractive features

of the Standard Model is that all the fundamental interactions derive from a single

general principle, the requirement of local gauge invariance.

The Standard Model thus builds up its theoretical structure on the basis of

three kinds of elementary constituents, the leptons, quarks and the mediators.

There are six leptons that fall into three families or generations naturally, on the

basis of their charge and lepton number. The charged leptons are the electron(e),

muon(µ) and the tau(τ), each possesses a unit of negative charge. These leptons

are accompanied by their respective neutrinos which are neutral. The νe has an

electron number of +1 just like its charged counterpart the electron. Similarly

the νµ has a muon number of +1 (like the µ) and the ντ has a tau number of +1

(like the τ). Conservation of charge and lepton numbers are pertinent for leptonic

interactions to occur.

There are also six antileptons, consisting of the charged positron, antimuon

and antitau and their respective antineutrinos. Their charges and lepton numbers

are opposite to those of the leptons. The generations and properties of the leptons

have been given in Table 1.2.

There are six quarks which are categorized into three families or generations

on the basis of their flavors. There are six antiquarks which possess the opposite

charge and flavor with respect to their corresponding quarks. Each quark or anti-

quark comes in three colors, which we can call red, green and blue by convention.

The properties of the quarks have also been shown in Table 1.3.

Finally the mediators account for the interaction fields that the Standard

Model uses to explain the different processes that are responsible for holding all
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TABLE 1.2

LEPTONS - ELEMENTARY PARTICLES OF THE STANDARD

MODEL

Generation Leptons (spin=1/2)

Flavor Charge(e) Mass(GeV/c2)

1 e -1 0.511 × 10−3

νe 0 < 3 × 10−9

2 µ -1 0.1056

νµ 0 < 0.19 × 10−3

3 τ -1 1.776

ντ 0 < 18.2 × 10−3

this matter together. Every interaction has its mediator or force carrier. The pho-

ton is the mediator for the electromagnetic force, while the W± and Z bosons are

the force carriers for the weak forces. The gluons mediate the strong interactions

and there are eight of them in the Standard Model classified on the basis of their

colors.

The elementary particles and the force propagators can be seen in the Fig-

ure 1.1. We can see that gravity has not been included in the Standard Model as

yet. Hence a postulation of a quantum theory of gravity has been one of the most

interesting topics of research in particle physics for a long time now. Its incor-

poration into the framework of the Standard Model has proven to be a daunting

task.
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TABLE 1.3

QUARKS - ELEMENTARY PARTICLES OF THE STANDARD

MODEL

Generation Quarks (spin=1/2)

Flavor Charge(e) Mass(GeV/c2)

1 u +2/3 0.0015 - 0.0045

d -1/3 0.005 - 0.0085

2 c +2/3 1 - 1.4

s -1/3 0.08 - 0.155

3 t +2/3 174.3

b -1/3 4.0 - 4.5

1.5 The W and Z Bosons in the Standard Model

With the emergence of the electroweak theory as proposed by Glashow, Salam

and Weinberg, physicists were was finally able to make a firm prediction for the

masses of the mediating bosons of the electroweak force field. According to the

theory there were three intermediate vector bosons, two charged (W ±) and one

neutral (Z0). The mass of each of the W bosons and that of the Z0 was estimated

to be about 100 GeV/c2. In 1983, all three vector bosons were discovered by the

UA1 and UA2 collaborations at CERN using the Super Proton Synchrotron which

produced them directly [49]. The mass of the W was measured to be MW = 81

± 5 GeV/c2 while that of the Z was MZ = 95 ± 3 GeV/c2. These discoveries

were of fundamental importance and aimed at establishing the importance of the
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Figure 1.1. The Standard Model particles and force propagators

electroweak force in the Standard Model. They helped place the validity of the

SM on a firmer pedestal.

At hadron colliders (such as the Tevatron), the W boson is produced by the

annihilation of up and down quarks. The W has an extremely short lifetime ∼

10−24 seconds and possesses both hadronic and leptonic modes of decay. The

principle modes of decay of the W+ are the hadronic modes and can be given as

W+ → ud̄ (1.5a)
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W+ → cs̄ (1.5b)

It cannot decay into the top and bottom quarks, since the top quark is heavier

than the W . The leptonic modes of decay for W− can be written as

W− → l−ν̄l (1.6)

where l− stands for e−, µ− or τ−. For the purposes of analyses, the leptonic decay

modes are cleaner than the hadronic ones. Here the leptons appear as distinct,

isolated signals in the detector.

1.6 Motivation for a Precise Measurement

In the Standard Model, the phenomenon of electroweak symmetry breaking

is responsible for endowing the W and Z bosons with mass. This phenomenon

is given a detailed treatment in the next chapter of this thesis. This symmetry

breaking is brought about by the Higgs mechanism [50] which also predicts the

existence of the as-yet-undiscovered Higgs boson. Considerable efforts are under-

way to understand the exact origins of the symmetry breaking and to prove the

existence of the Higgs boson.

Thus the mass of the W boson is an important parameter for testing the

validity of the Standard Model. Any discrepancies between the predicted and

precisely measured values of MW can lead to speculation for the existence of some

new electroweak physics, or supersymmetry, beyond the Standard Model. More

details on this have been provided in Chapter 2.

Measurements of the W mass also play a significant role in predicting the

mass window of the Higgs boson. A measurement of MW , when combined with a
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measurement of the top quark mass (Mtop), helps constrain the mass of the Higgs

boson (MHiggs). This is explained further in Section ?? of the next chapter. A

contour plot for the Higgs has been shown in Figure 1.2. For the current world

average values of the top quark mass at 173.1 ± 1.3 GeV and the W boson mass

at 80.399 ± 0.025 GeV, the black and blue contours show the possible constraints

on the mass of the Higgs in the Standard Model with 95% and 68% confidence

levels respectively.

Detailed calculations by Marciano and Sirlin [54] show that for equal contri-

butions to the uncertainty on the mass of the Higgs boson, the W mass needs to

be known much more precisely than the top mass. In numerical terms,

∆MW = 0.006 × ∆Mtop (1.7)

where ∆MW is the uncertainty on the mass of theW boson and ∆Mtop is the uncer-

tainty on the mass of the top quark. Given the present uncertainty of ∆Mtop=1.3

GeV, we see that the desired precision on the W mass is 8 MeV. However as

stated earlier, our current best estimate of ∆MW stands at 25 MeV. Moreover,

recent precise measurements of the mass of the top quark [55] have become a big

motivating factor for determining the mass of the W with even greater precision.

The challenge of this single experiment measurement is to measure the W mass

up to a precision of 0.05%. This thesis describes one such precise measurement

done by the DØ experiment at Fermilab. This measurement has been done with 1

fb−1 of integrated luminosity of collider data which yields about 500,000 W → eνe

events after all the event selection criteria of the analysis have been implemented.
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Figure 1.2. The contour plot showing the constraints on the mass of the
Higgs boson from MW and Mtop measurements

1.7 Past Measurements of MW

The mass of the W boson can be measured both by direct production of the

boson in high-energy colliders and also by indirect methods. The indirect methods

of measuring MW usually involve measuring the weak mixing angle (θW ) and

calculating the W mass from its Standard Model predictions. This is described in

detail in the next chapter. The direct methods of determination reconstruct the

mass of the W boson that is produced “on-shell”, from its decay products.

The Tevatron is capable of producing the W boson and both the DØ and
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CDF experiments at Fermilab have measured the W mass from the data collected

during the first major run of the collider (1992-1995), commonly known as Run I.

DØ had obtained a measurement of MW =80.483 ± 0.084 GeV [56] by analyzing

the W → eνe channel of decay in about 82 pb−1 of data. CDF had analyzed

both the W → eνe and W → µνµ modes of decay in about 82 pb−1 of data and

obtained a measurement of MW =80.433 ± 0.079 GeV [57].

Experiments such as the ALEPH [58], DELPHI [59], L3 [60] and OPAL [61]

that used the e+e− collider LEP-2 at CERN, have also measured the W mass

from data collected during their 1996-2000 run. The tunable energy of the e+e−

collisions coupled with the experiment’s insensitivity to theoretical models for

W production (a considerable systematic at hadron colliders) allowed them to

measure the W mass with remarkable precision. Their combined measurement

stands at MW =80.376 ± 0.033 GeV [62]. At LEP-2 the W boson was produced

in pairs (W+W−) and both the hadronic and leptonic decay modes for each W

were considered for the analyses.

A more recent measurement of MW comes from the CDF experiment in 2007.

CDF has measured the W mass with about 200 pb−1 of the Tevatron data collected

during Run II (February 2002-September 2003). Analysis of both the electron and

muon channels of the W decay has led to a measurement of MW =80.413 ± 0.048

GeV [63].

Experiments such as SLD (SLAC Large Detector) [64] and NuTeV (Neutrinos

at the Tevatron) [65] have also made indirect measurements of the W mass. Here

the W mass was determined by making precise measurements of the weak mixing

angle (θW ). The value of θW was used in the Standard Model calculation of the

W mass which is described in the next chapter.
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Some of the distinguishing features of direct and indirect measurements of MW

are listed below.

1. Theoretical inputs for the cross-sections (σW or σZ) and branching ratios,

B(W → lν), which might get contributions from non-SM couplings, are not

required for the direct measurements.

2. The MW obtained from a direct measurement can be used to derive infor-

mation on the EW radiative corrections (explained in the next chapter).

Since the radiative corrections modify the value of the W mass, one can test

whether higher order EW corrections have any relevant impact on the W

mass or not.

3. The sources of systematic errors are different. In a direct measurement

an understanding of the acceptance and efficiency to obtain the ee/eν final

states is essential to the analysis. In indirect measurements the uncertainties

in extracting the coupling constants are the sources of systematic errors.

4. An indirect measurement is heavily dependent on the theoretical descriptions

of the production, decay and kinematics of the vector bosons. It assumes

that the theoretical models are correct in its calculations of MW . Thus a

direct measurement always helps in cross-checking the theory. Any discrep-

ancy between the direct and indirect results can lead to various speculations

and suggestive clues, even the presence of non-SM couplings or interactions

being present. These could lead to the higher order terms being required to

explain the phenomena on a theoretical footing and also help constrain the

unknown pieces. Thus a direct measurement is often an excellent means of

looking for physics beyond the SM.
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A plot of the direct W mass measurements in the past is shown in Figure 1.3.

The present world average from all these measurements stands at MW=80.399 ±

0.025 GeV.

80200 80400 80600

Mass of the W Boson

 [MeV]WM July 2008
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 / dof = 0.5 / 22χ

CDF-0/I  81±80436 
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CDF-II  48±80413 
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LEP-2*  33±80376 

 25±World Av.* = 80399 

* Preliminary

Figure 1.3. A plot showing the various direct MW measurements over
the years
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CHAPTER 2

THE THEORY OF ELECTROWEAK INTERACTIONS

2.1 A Brief Introduction

The unification of the forces of electricity and magnetism was the second great

unification in physics, the first being Newton’s unification of terrestrial and ce-

lestial mechanics. In 1865, J.C. Maxwell postulated that both forces could be

unified into a single theory involving a vector field that interacts between charges

and currents. He called it the electromagnetic field. The photon (γ) was in-

troduced as the massless carrier of the electromagnetic force and the Maxwell’s

equations introduced a universal constant - the velocity of light “c” - the value of

c was determined experimentally.

In 1967-1968 a similar unification attempt was made by Glashow, Salam and

Weinberg when they tried to show that electromagnetic and weak interactions

are really two different manifestations of the same gauge theory. This symmetry

between electromagnetic and weak interactions would be manifested at very large

momentum transfers (q2 > 104 GeV2). At low energies it is a broken symmetry

where out of the four mediating bosons of the electroweak force, the photon is

massless whereas the W+, W− and Z bosons are massive. As we have read in

Chapter 1, the W and Z have large masses indeed, ∼ 100 GeV.

However, just like in the case of electromagnetism, the unbroken gauge theory

describing the weak interactions calls for the carriers of the electroweak force to
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have the same or zero mass. This is important for preserving the gauge invariance

of the interaction (we will read about this later on). The fact that the W and Z

bosons are massive (and not massless like the photon), is a sign that the “elec-

troweak symmetry” is broken. This breaking of the electroweak symmetry and

consequent assigning of masses to the W and Z are brought about by the “Higgs

mechanism”, which requires a new “Higgs field” and its accompanying Higgs bo-

son. The Higgs boson is the particle that hides the symmetry of the Standard

Model by shifting the equations in such a way that the once-massless particles

now have mass.

The unification of the electromagnetic and weak interactions by way of the

phenomenon of the electroweak symmetry breaking and the corresponding Higgs

mechanism are the subjects of discussion in the different sections of this chapter.

2.2 Early Attempts at Unification

Unlike Quantum Electrodynamics (QED), the V − A theory of weak inter-

actions as postulated by Fermi is divergent at high energies. In Fermi’s theory

of β-decay the four fermions involved are assumed to have a contact (point-like)

interaction with the Fermi constant, GF , acting as the four-fermion coupling con-

stant. At sufficiently large energies, the theory predicts cross-sections that exceed

the limits set by the wave-theory, mainly due to the fact that GF has the dimen-

sions of an inverse power of the energy. For details on this please refer to [2].

Hence the need to redefine the weak interactions with the help of a dimensionless

coupling constant.

The introduction of the neutral vector boson Z and thus the weak coupling

gW , to cancel out the divergences in neutral current interactions such as νeν̄e →
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W+W− and e+e− → W+W− in an effective way, helped in this redefinition.

From this it was pretty clear that the weak coupling constant gW would have to

be similar in magnitude to the electromagnetic coupling e. From the low q2 limit

calculations of the weak cross-sections it was estimated [2] that the approximate

masses of the W and Z bosons were of the order of 100 GeV if they were to have

the same coupling as in electromagnetism and an effective four fermion coupling

of magnitude GF to help explain weak interactions at low energies.

The above was the form of an early attempt at unifying the electromagnetic

and weak forces, on the basis of the mediating W , Z bosons having the same

intrinsic coupling strength to leptons (gW ∼ e).

2.3 Gauge Invariance

As the quest for unification continued, profound advancements in theory were

made. In physics, a gauge theory is defined as a type of field theory in which the

Lagrangian is invariant under a certain continuous group of local transformations

(gauge transformations). We notice that the Dirac Lagrangian

L = iψ̄γµ∂µψ −mψ̄ψ (2.1)

is invariant under the global phase transformation given by:

ψ → eiqθψ (2.2)

In the above two equations ψ is the Dirac spinor wavefunction, γµ is the Dirac

operator appropriate to a 4-component spinor field, ∂µ is the derivative, q is the

charge of the particle involved and θ is the phase factor. However, if the phase
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factor is different at different space-time points, that is if θ is a function of xµ of

the form,

ψ(x) → eiqθ(x)ψ(x) (2.3)

the Lagrangian is not invariant under such a “local” phase transformation. The

Lagrangian picks up an extra term from the derivative of θ such that

L → L− (∂µθ)ψ̄γ
µψ (2.4)

In order that the complete Lagrangian be invariant under local phase transforma-

tions, the extra term in the above equation needs to be soaked up by redefining

the Lagrangian in the following way:

L = [iψ̄γµ∂µψ −mψ̄ψ] − (qψ̄γµψ)Aµ (2.5)

where Aµ is some new field which changes according to the local phase transfor-

mations

Aµ → Aµ + ∂µθ (2.6)

This “new” Lagrangian compensates for the extra term in equation 2.4 and is

locally invariant provided the newly introduced vector field Aµ (that couples to ψ)

is massless. The added term in the equation 2.5 is brought about by considering

the difference between global and local phase transformations while calculating

derivatives of the fields.

∂µψ → eiqθ

[

∂µ + iq(∂µθ)

]

ψ (2.7)
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Here an extra piece involving ∂µθ is present. If in the original (free) Lagrangian

the derivative (∂µ) is replaced by a covariant derivative (Dµ) of the form

Dµ = ∂µ − iqAµ (2.8)

the gauge transformation of Aµ will cancel the extra term in equation 2.7 and the

invariance of L is restored.

The Aµ is identified as the electromagnetic potential and the Lagrangian is

recognized as the one for Quantum Electrodynamics (QED). The global phase

transformation can be thought of as multiplying ψ by a unitary 1×1 matrix:

ψ → Uψ, U †U = 1 (2.9)

This unitary group is U(1) and hence the symmetry involved is called “U(1) gauge

invariance”. The symmetry group U(1) is a commutative group and hence QED

is an “abelian” gauge theory with one gauge field, the electromagnetic field, with

the photon being the gauge boson.

2.4 Non-Abelian Gauge Theory

In an attempt to extend and generalize the original concept of gauge the-

ory for an Abelian group, more complex phase transformations specified by non-

commuting generators were considered. A “non-Abelian” gauge theory based on

the SU(N) group was formulated by Yang and Mills in 1954 [66], with the inten-

tion of getting an explanation for strong interactions. This initial idea was not a

success as the quanta of the Yang-Mills field must be massless in order to maintain

gauge invariance but such massless particles should have had long range effects

31



that are not observed experimentally.

2.5 The Electroweak Standard Model - Weinberg-Salam SU(2)×U(1) Model

A gauge theory for unifying the weak and electromagnetic interactions was

proposed by Glashow, Weinberg and Salam in 1967-1968. This theory of elec-

troweak interactions was based on the SU(2) group of “weak isospin” and a U(1)

group of “weak hypercharge”. The generators of the weak isospin are denoted

by ~I while the weak hypercharge is denoted by Y . In the electroweak theory the

phenomenon of “spontaneous symmetry breaking” gives mass to the gauge bosons

(which act as the force carriers or mediators in the electroweak field) all the while

preserving the renormalizability of the theory. The crucial question of renormaliz-

ability was solved by Gerard ’t Hooft in 1971. The fact that gauge theories remain

renormalizable after spontaneous symmetry breaking lends credence to the theory

and its purpose.

The fundamental force carriers in the GWS theory are vector bosons and

consist of a massless isovector triplet denoted by ~Wµ = {W (1)
µ , W

(2)
µ ,W

(3)
µ } for the

SU(2) part and a massless isosinglet Bµ for the U(1) contribution. Combinations

of these four bosons give rise to the W±, Z and photon, as we shall see.

From the equation 2.5 we have seen that the term representing the electro-

magnetic interaction in the QED Lagrangian is given by:

L = qJem
µ Aµ (2.10)

where Jem
µ represents the electromagnetic current.

For the electroweak interactions, the electromagnetic Lagrangian is replaced by

two new terms, the first corresponds to an SU(2) weak isospin current ~Jµ coupling
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to the isovector triplet ~Wµ and the second is a weak hypercharge current JY
µ which

couples to the isosinglet Bµ.

Thus the interaction Lagrangian in the presence of field bosons ~Wµ and Bµ

can be written in the following form

L = g ~Jµ · ~Wµ +
g′

2
JY

µ Bµ (2.11)

to first order. Here g and g′ are the coupling constants of the ~Jµ and JY
µ to ~Wµ and

Bµ respectively. Thus the isospin component of the interaction can be expressed

as:

−ig ~Jµ · ~Wµ = −igχ̄Lγ
µ~I · ~WµχL (2.12)

and the hypercharge component of the interaction can be expressed as:

−ig
′

2
JY

µ Bµ = −ig′ψ̄γµY

2
ψBµ (2.13)

The χL are the weak left-handed isodoublets of fermions and are explained further

on in this section. The hypercharge is the “charge” of the U(1)Y group and is

related to the electromagnetic charge (Q) and isospin (I) by means of the Gell-

Mann-Nishijima formula as:

Q = I3 +
Y

2
(2.14)

The isospin operators ~I which are the generators of the SU(2)I weak isospin gauge

group satisfy the commutation relation

[I i, Ij] = iεijkI
k (2.15)

With the help of equation 2.14 the electromagnetic current can be expressed in
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terms of the isospin and hypercharge currents as follows:

Je.m.
µ = J3

µ +
JY

µ

2
(2.16)

Here Je.m.
µ is the electromagnetic current coupling to the charge Q and J 3

µ is the

third component of the isopsin current ~Jµ.

Now, the physical bosons of the electroweak field consist of the charged par-

ticles W±
µ and the neutrals Zµ and Aµ (the photon). The W±

µ are obtained from

a linear combination of the isospin components W 1
µ and W 2

µ while the Zµ and Aµ

are linear combinations of the components W 3
µ and Bµ. Specifically, the W±

µ can

be expressed as:

W±
µ =

1√
2
(W 1

µ ±W 2
µ ) (2.17)

whereas the Zµ and Aµ can be expressed via the following combinations of W 3
µ

and Bµ.

Zµ =
gW 3

µ − g′Bµ
√

g2 + g′2
(2.18)

Aµ =
g′W 3

µ + gBµ
√

g2 + g′2
(2.19)

Zµ and Aµ are orthogonal i.e. < Zµ | Aµ >=0. With the help of equation 2.16

the Lagrangian density from equation 2.11 can be written as:

L = g(J1
µW

1
µ + J2

µW
2
µ) + g(J3

µW
3
µ) + g′(Je.m.

µ − J3
µ)Bµ (2.20)

Assuming J±
µ = J1

µ ± iJ2
µ, the Lagrangian is expressed in terms of J±

µ as:

L =
g√
2
(J−

µ W
+
µ + J+

µ W
−
µ ) + J3

µ(gW 3
µ − g′Bµ) + Je.m.

µ g′Bµ (2.21)
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Inserting the expressions for W 3
µ and Bµ from equations 2.18 and 2.19 respectively

into equation 2.21 we obtain:

L =
g√
2
(J−

µ W
+
µ + J+

µ W
−
µ ) + (g cos θWJ

3
µ − g′ sin θW

JY
µ

2
)Zµ

+ (g′ cos θWJ
3
µ + g sin θW

JY
µ

2
)Aµ (2.22)

The term (J−
µ W+

µ + J+
µ W−

µ ) represents the charged weak current, ( g cos θW

J3
µ - g′ sin θW

JY
µ

2
) represents the neutral weak current term and (g′ cos θW J3

µ +

g sin θW
JY

µ

2
) represents the electromagnetic neutral current term.

The Aµ term of the above equation can be identified with the electromagnetic

current if and only if:

g′ cos θW = g sin θW = e (2.23)

Thus the relation g′

g
= tan θW also holds. Now in terms of the constant g, equa-

tion 2.22 can be written as follows:

L =
g√
2
(J−

µ W
+
µ + J+

µ W
−
µ ) +

g

cos θW
(J3

µ − sin2 θWJ
e.m.
µ )Zµ

+ g sin θWJ
e.m.
µ Aµ (2.24)

The angle θW is called the weak mixing angle (or Weinberg angle). It is a funda-

mental parameter that describes how electromagnetic and weak forces mix.

The charged current (V −A) weak interactions mediated by the W±, organize

the fundamental fermions and neutrinos into left-handed isodoublets (ξL) and

right-handed isosinglets (ψR) which transform as

ξL → ξ′L = eiα(x)·I+iβ(x)·Y ξL (2.25)
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ψR → ψ′
R = eiβ(x)·Y ψR (2.26)

under the infinitesimal SU(2)×U(1) gauge transformations, where α(x) and β(x)

are gauge parameters. The grouping of the fermions is shown in Table 2.1. For a

given fermionic field f , the left-handed (LH) and right-handed (RH) components

can be projected out by use of the Dirac spinor γ5:

fR = 1/2(1 − γ5)f (2.27a)

fL = 1/2(1 + γ5)f (2.27b)

TABLE 2.1

LH ISODOUBLETS AND RH ISOSINGLETS OF SU(2)I & U(1)Y

Quarks






u

d





L (u)R or (d)R







c

s





L (c)R or (s)R







t

b





L (t)R or (b)R

Leptons






νe

e





L (e)R







νµ

µ





L (µ)R







ντ

τ





L (τ)R

The neutral current term JNC
µ = J3

µ - sin2 θW Je.m.
µ is the weak component

of the two observed neutral interactions in terms of the new currents ~Jµ and JY
µ

(with the help of equation 2.16) that were introduced into the Lagrangian of the
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electroweak field.

Thus the electroweak theory proposed on the basis of the SU(2)×U(1) gauge

groups is capable of providing a renormalizable and gauge-invariant description

of the electroweak interactions of leptons. With the help of the isotriplet vector

boson ~Wµ and an isosinglet vector boson Bµ, the theory incorporates both the

electromagnetic and weak forces along with their appropriate properties. This

model predicted neutral weak currents which were subsequently observed.

We will now take a more detailed look into the nature of the electroweak gauge

bosons. As mentioned, of the four gauge bosons, one is massless and three are

massive. In order to explain this, we need to discuss the phenomenon of the

“electroweak symmetry breaking”.

2.6 Spontaneous Symmetry Breaking and the Higgs Mechanism

In simple words, “spontaneous symmetry breaking” occurs when a system that

is symmetric with respect to some symmetry group goes into a vacuum state that

is not symmetric. When this happens, the system no longer appears to behave in

a symmetric manner.

In the Standard Model the electroweak theory undergoes a spontaneous break-

down by the introduction of the Higgs Mechanism. This mechanism is invoked in

a way that preserves the characteristics of local gauge invariance and renormaliz-

ability of the electroweak theory. A potential term (V(φ)) is introduced into the

electroweak Lagrangian as follows:

L =| (∂µ − ig~I · ~Wµ − ig′

2
Bµ)φ |2 −V (φ) (2.28)
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where φ denotes an isodoublet scalar field and the potential V(φ) is given by:

V (φ) = µ2φ†φ+ λ(φ†φ)2 (2.29)

In order to preserve the gauge invariance of the Lagrangian, the field φ must be

an SU(2)×U(1) multiplet. The simplest choice is that of a Y=1 isodoublet given

by:

φ =







(φ1 + iφ2)/
√

2

(φ3 + iφ4)/
√

2






(2.30)

where the φi are the real scalar fields. If the parameters µ2 <0 and λ >0, the

locus of the SU(2)-invariant minimum of the potential V(φ) can be given by

φ†φ =
1

2
(φ2

1 + φ2
2 + φ2

3 + φ2
4) = −µ

2

2λ
≡ v2

2
(2.31)

The SU(2) symmetry can now be “spontaneously broken” by assuming that the

physical vacuum is given by some specific choice of the minimum of the potential

V(φ).

For example, one choice at minimum is given by:

φ1 = φ2 = φ4 = 0, φ2
3 = −µ

2

λ
≡ v2 (2.32)

The vacuum state is then given by

φ0 =

√

1

2







0

v






(2.33)

Once the system falls into this specific vacuum state this SU(2) symmetry will be
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lost or spontaneously broken. However the Lagrangian is still SU(2) invariant as

it does not care about the location of the minimum of the vacuum state.

In order to observe the impact of this choice of vacuum, we can consider

small perturbations of the fields about this minimum. These fluctuations can be

parameterized in terms of the four real fields θ1, θ2, θ3 and h in the following way:

φ(x) =
ei~I·~θ(x)/v

√
2







0

v + h(x)






(2.34)

Substituting the above form of φ into the equation 2.28 for the Lagrangian results

in three massless fields θi, a term proportional to 2µ2h2 and a number of cross

terms proportional to (W i)µ∂
µθi. The three massless fields characterize the three

Goldstone bosons associated with the breaking of the SU(2)×U(1) symmetry down

to U(1)em. The Lagrangian acquires a mass term for the h field leaving the θ fields

massless.

Thus by exploiting the SU(2) gauge symmetry of the Lagrangian with the help

of a gauge transformation of the type

φ→ φ′ = e−i~I·~θ(x)/vφ (2.35)

the scalar field h acquires a mass -λv2

2
and it is now called the “Higgs particle”.

As discussed earlier, the Yang-Mills theory, also known as the non-Abelian

gauge theory, predicts massless spin 1 gauge bosons, which (apart from the pho-

ton) have never been observed. It was Higgs’ insight that when a gauge theory is

combined with a spontaneous symmetry-breaking model, the massless bosons ac-

quire a mass. These massive bosons (W±, Z) have been observed experimentally,

thus solving the problem.
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We now notice how the gauge bosons W±
µ , W 3

µ and Bµ have acquired masses

via the electroweak Lagrangian

| (−ig~I · ~Wµ − i
g′

2
Bµ)φ |2 (2.36)

After some algebra, the mass terms can be expressed as follows:

(
1

2
vg)2W+

µ W
−
µ +

1

8
v2[gW 3

µ − g′Bµ]2 + O[g′W 3
µ + gBµ]

2 (2.37)

The masses of the charged and neutral bosons can be identified from the above

equation by comparing it to the standard mass terms: M 2
WW

+W−, 1
2
M2

ZZ
2 and

1
2
M2

AA
2.

These comparisons yield

MW =
1

2
vg (2.38)

for the charged W bosons. On normalizing, for the Zµ and Aµ vector bosons one

obtains:

Aµ =
g′W 3

µ + gBµ
√

g2 + g′2
with MA = 0; (2.39)

Zµ =
gW 3

µ − g′Bµ
√

g2 + g′2
with MZ =

v

2

√

g2 + g′2 (2.40)

The theory now contains three massive (W±, Z) and one massless vector boson

(photon). From the above two equations the weak mixing angles can be defined

in terms of the coupling constants g and g′ as follows:

cos θW =
g

√

g2 + g′2
sin θW =

g′
√

g2 + g′2
(2.41)
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This helps us in attaining a new relationship between the W and Z masses.

MW

MZ

=
g

√

g2 + g′2
= cos θW (2.42)

The boson A is associated with the photon, so MA=0.

The phenomenon of the EW symmetry breaking can now be visualized in a

simple way. In the standard model, at energies high enough so that the symmetry

is unbroken, all elementary particles except the scalar Higgs boson are massless. At

a critical energy, the Higgs field slides spontaneously from the point of maximum

energy in a randomly chosen direction, causing the symmetry to be broken. Now

the gauge boson particles such as the W and Z bosons acquire mass. The mass

can be interpreted as the result of the interactions of these particles with the Higgs

field.

In the Standard Model, it is postulated that fermions, such as the leptons and

quarks also acquire mass as a result of their interaction with the Higgs field but

not in the same way as the gauge bosons do.

As an overview, electroweak interactions are described by an SU(2)×U(1)

gauge group. In the symmetric phase, the electroweak field theory predicts four

massless gauge bosons. We invoke the Higgs mechanism which breaks the symme-

try of the field yielding three massless Goldstone bosons and one massive scalar

boson. This spontaneous breaking of the SU(2)×U(1) gauge symmetry destroys

the masslessness of the gauge bosons. Three of the gauge bosons “eat” the three

Goldstone bosons and are thereby endowed with mass, yielding the W± and Z.

The fourth gauge boson remains massless and is the photon. In addition the

theory requires the existence of a new, massive scalar called the Higgs boson.

In mathematical terms, the electroweak gauge bosons get their mass from the

41



breaking of the electroweak symmetry from SU(2)×U(1) to U(1)em, caused by

the Higgs mechanism. The subscript is used to indicate that these are different

forms of U(1). The charge of U(1)em is given by Q = Y/2 + I3, Y and I3 have

been mentioned before. This non-trivial, linear combination of Y and I3 vanishes

for the Higgs boson. U(1)em is defined to be the group generated by this linear

combination, and is unbroken because the vacuum expectation value (VEV) of

the Higgs boson is U(1)em invariant (i.e. the VEV is electrically neutral).

2.7 Parameterizing the Standard Model

The three parameters, g (the SU(2) coupling constant), g ′ (the U(1) coupling

constant) and v (the Higgs vacuum expectation value) are important for specifying

the tree level and higher order processes described by the electroweak interactions.

However these parameters are not particularly well measured. Hence we need

to express these parameters in terms of better measured quantities. The fine

structure constant α, the Fermi coupling constant GF and the mass of the Z

boson MZ are usually considered. With the help of equation 2.23, the coupling

constants g and g′ can be linked to the constant α.

α =
e2

4π~c
=

gg′

4π~c
√

g2 + g′2
(2.43)

Now for obtaining the Fermi coupling constant GF , the form of the charged current

weak interaction for νe + e → e + νe can be parameterized as:

LCC = gW · J(lepton) · W± (2.44)
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where J(lepton) = ν̄eγ
µ(1 + γ5)e. Besides, in the example νe + e → e + νe

mediated by the W± which have a coupling constant gW to the four fermions, the

matrix element for the interaction is given by

M ∼ g2
W

q2 +M2
W

(2.45)

In the low-q2 limit, the current-current interaction is effectively pointlike and the

four-fermion coupling constant GF can be identified as

G2
F

2
≡ lim

q2→0

g4
W

(q2 +M2
W )2

(2.46)

or

g2
W =

M2
WGF√

2
(2.47)

Comparing equation 2.44 with the charged current component of the electroweak

Lagrangian 2.22 we obtain

g

2
√

2
= gW =

(

GFM
2
W√

2

)1/2

(2.48)

Thus the Fermi coupling constant can be expressed in the following way:

GF =
g2

4
√

2M2
W

=
1√
2v2

(2.49)
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2.7.1 Tree Level Value of W Mass

Substituting e = g sin θW into the above equation we arrive at the tree level

value of the mass of the W boson:

MW± =

(

g2
√

2

8GF

)1/2

=

(
√

2e2

8GF sin2 θW

)1/2

(2.50)

Inserting e2=4π~cα ' 4π/137 and GF = 1.166 × 10−5 GeV−2 we obtain:

MW± =

(

πα√
2GF

1

sin2 θW

)1/2

=
37.4 GeV

sin θW
(2.51)

to be compared with the first approximate estimate of the MW given from equa-

tion 2.47 where in the limit gW=e, we have M 2
W = e2

√
2

GF
and hence MW±, Z ' 100

GeV.

It can also be shown that in the simplest gauge model (of Weinberg and Salam)

with a single doublet of Higgs scalars that

MZ =
MW±

cos θW
=

75 GeV

sin 2θW
(2.52)

Thus there is one free parameter in this model, namely θW , which determines

the ratio of the couplings g and g′ or equivalently the relative magnitude of the

cross-sections for the charged and neutral current reactions.

The values of α, GF and MZ are shown in Table 2.2. The value of any other

measurable combination of these three parameters such as sin2 θW can be com-

pared with its predicted value, thus testing the validity of Standard Model with

the help of these parameters.
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TABLE 2.2

PARAMETERS OF THE ELECTROWEAK SM AT TREE LEVEL

Parameter Measured Value Precision

α 1/137.0359895(61) 4.5 × 10−8

GF 1.16637(2) × 10−5 (GeV)−2 1.7 × 10−5

MZ 91.187(7) GeV 7.7 × 10−5

2.7.2 Higher Order Contributions to W Mass

At higher orders additional contributions from the masses and couplings of the

fermions as well as the Higgs boson are added onto the theoretical predictions for

the mass of the gauge bosons (MW , MZ). These extra contributions are termed as

the radiative corrections and their inclusion is by means of higher orders in pertur-

bation theory. As a result they are a potential source for changing the predictions

for the observables as well as the relationships between them. Beyond the tree

level estimate, the W mass expressed in terms of the higher order contributions

that it includes is given as follows:

M2
W =

πα√
2GF

1

sin2 θW

1

(1 − ∆r)
(2.53)

where in the “on-shell” scheme [54, 67] both masses are measurable quantities,

cos θW =
MW

MZ

(2.54)

Here ∆r signifies the contribution due to the radiative corrections. Two important

contributions to ∆r are those from the Higgs boson and the fermion masses. These
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are shown in Figure 2.1. The first shows a one-loop correction to the W due to

the virtual top and bottom quark loops. This contribution to ∆r ∝ M 2
t - M2

b and

can be expressed in the following way:

∆rtb ≈
−3GFM

2
WM

2
t

8
√

2π2(M2
Z −M2

W )
(2.55)

after neglecting terms of order M 2
b /M

2
t . The second figure shows the W radiating

and then reabsorbing a Higgs boson. The contribution from this process is ∆r ∝

ln MHiggs, lowering MW .

In conjunction with a measurement of the top quark mass the Standard Model

predicts MW up to a 200 MeV uncertainty [51, 52] due to the unknown mass of

the Higgs boson.

Thus using the parameters of the Standard Model and the theoretical frame-

work as an input and taking into account the higher order contributions from the

radiative corrections, a value of MW can be obtained. An experimental determi-

nation of the W mass can be compared with the theoretically calculated values,

thus providing a test of the theory at the quantum level. If there are new particles

that couple to the W , they may give rise to additional corrections to the W . For

example the Minimal Supersymmetric Model (MSSM) can increase MW by up to

250 MeV [68]. Thus any significant deviations of MW from its Standard Model

prediction could signal the presence of non Standard Model physics.

A disrepancy beyond the limits set by the Standard Model could be a signal

of new physics. The challenge is to measure the W mass to a precision of 0.05%

in order to be sensitive to these corrections.

Hence a measurement of the W mass is extremely important not only as a

rigorous test of the Standard Model but as an excellent probe when searching for
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some new physics.

Figure 2.1. The higher order contributions to the radiative corrections
for the W mass
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CHAPTER 3

W/Z BOSON PRODUCTION AND DECAY

3.1 A Brief Introduction

At the center-of-mass energy
√
s=1.96 TeV of the colliding protons and anti-

protons, the W and Z intermediate vector bosons (V ) are primarily produced by

the annihilation of valence quarks and antiquarks. This is referred to as a hard-

scattering process [69]. During the interaction the initial proton and antiproton

break up and the fragments hadronize. Figure 3.1 shows the lowest order diagrams

for the uū (dd̄) → Z and ud̄ (ūd) → W+(W−) processes, the simplest forms of

the hard scatter. However the initial state quarks can also radiate gluons which

are usually soft, but could be highly energetic from time to time and give rise to

hadron jets. Due to the fragmentation and hadronization of the partons subject

to momentum conservation, there is a hadronic recoil in the direction opposite to

the vector boson and its decay products.

The cross sections for these hard-scattering processes from hadron collisions

can be computed at the parton level. Scattering processes at high energy col-

liders can consist of either “hard” or “soft” contributions or both. For “hard”

processes that involve large momentum transfer, e.g. V or Higgs boson produc-

tion or high pT jet production, the rates and event properties can be explained

quite precisely using the theories of perturbative QCD [70]. For “soft” processes
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Figure 3.1. Lowest order diagram for the W and Z production

such as the emission of soft gluons and multiple parton interactions, the rates and

properties lie outside the regime of perturbative QCD and are dominated by non-

perturbative QCD effects. These are not adequately understood at the moment

and are described by phenomenological models.

The cross-sections required for modeling the production and decay of the vector

bosons are introduced in this chapter. In order to present the complete production

dynamics of the vector bosons in pp̄ collisions, the contributions from the parts

describing the hard-scattering process (by means of perturbative physics) and

those describing the soft processes (by means of non-perturbative physics) have

been outlined below.

3.2 Vector Boson Production

For a complete description of the production dynamics of the vector bosons,

we need to know the differential production cross-section in terms of the mass

Q, rapidity y, and transverse momentum qT of the produced vector bosons. For
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purposes of convenience (especially while generating events as discussed in Chap-

ter 11), we factorize this into:

d3σ

dq2
TdydQ

≈ d2σ

dq2
Tdy

∣

∣

∣

∣

Q2=M2

W

× dσ

dQ
(3.1)

in terms of the qT , y and Q of the bosons. Here d2σ
dq2

T
dy

∣

∣

∣

∣

Q2=M2

W

represents the

differential cross-section for the boson production and dσ
dQ

represents the mass

spectrum.

For pp̄ collisions, the vector boson production cross-section is given in terms

of the parton cross-section σ̂i,j convoluted with the parton distribution functions

(PDF) fi(x,Q
2) and summed over the parton flavors i, j. Thus

d2σ

dq2
Tdy

=
∑

i,j

∫ 1

0

dxa

∫ 1

0

dxb fi(xa, Q
2)fj(xb, Q

2) × δ(sxaxb −Q2)
d2σ̂i,j

dq2
Tdy

(3.2)

Here fi(xa) represents the probability density for finding a parton with flavor a

in hadron A with momentum fraction xa, whereas fj(xb) gives the probability

density to find a parton of flavor b in hadron B with momentum fraction xb.

d2σ̂i,j/dq
2
Tdy represents the differential cross section for these partons to undergo

the hard-collision process. The momentum fractions xa and xb are defined as the

ratio of the longitudinal momenta of the partons to those of the incoming parent

hadrons. Thus,

xa = qa/PA, xb = qb/PB (3.3)

where qa and qb are the longitudinal momenta of the quarks and PA and PB are

the longitudinal momenta of the hadrons (protons or anti-protons).
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The components of momenta of the incoming partons can be written as

pµ
a '

√
s

2
(xa, 0, 0, xa) pµ

b '
√
s

2
(xb, 0, 0,−xb) (3.4)

where
√
s = (PA + PB).

If the proton direction is defined to be along +z-axis, then the energy and

momentum of the vector boson (V ) can be written as:

EV =

√
s

2
(xa + xb) (3.5a)

PV =

√
s

2
(xa − xb) (3.5b)

where
√
s=1.96 TeV is the center-of-mass energy of the pp̄ collision.

Several theoretical groups [71, 72] have computed d2σ/dq2
Tdy|Q2=M2

W
using a

perturbative calculation [73] in the high-qT regime and a non-perturbative resum-

mation formalism [74, 75] in the low-qT regime.

The parton cross-section can be written as:

d2σ̂

dq2
Tdy

=
σ̂0

4πŝ

[
∫

d2Iei~qT ·~I · Ŵ (I) × e−S + Y

]

(3.6)

where σ̂0 is the tree-level parton cross-section, ŝ is the center-of-mass energy of the

partons and I is the impact parameter in transverse momentum space. Ŵ and Y

are the perturbative terms, while S parameterizes the non-perturbative physics.

The square of the parton center-of-mass energy, ŝ, is related to the corresponding

center-of-mass energy, s, by:

ŝ = xaxbs. (3.7)
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Now in the notation of Ref. [71],

S =

[

g1 + g2ln

(

Q

2Q0

)]

I2 + g1g3ln(100xaxb)I (3.8)

where Q0 is a cutoff parameter and xa and xb are the momentum fractions of

the intial state partons. The form of the function S is motivated phenomenologi-

cally and the parameters g1, g2 and g3 have to be determined from experimental

datasets.

We shall see in Chapter 11 that the hard-scattering process that produces the

vector boson can be described by perturbative QCD [76] to a point that there

is relatively good agreement between theoretical predictions and measured cross-

sections. However problems arise when the perturbative corrections from real and

virtual gluon emissions (by the quarks/gluons) are computed. Soft (low energy)

gluons or final state partons that are emitted collinear with the initial parton

cause a double logarithmic divergence of the perturbative expansion. These large

contributions to perturbative diagrams in which the emitted partons are soft or

move in collinear groups and communicate over long distances while carrying small

momentum fall in the regime of non-perturbative physics. This requires a separate

treatment, most of which is derived on the basis of phenomenological models at

present. More information on these divergences is presented in the section on the

transverse momentum of the gauge bosons.

After generating the kinematics of the W/Z boson, the mass dependence of

the production cross-section needs to be folded in. The line shape of the vector

boson is not exactly easy to describe analytically. A Breit-Wigner curve with a

mass dependent width is used to model the line shape of the resonance. However

in pp̄ production, the mass spectrum differs from the strict Breit-Wigner resonant
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line shape of the partonic cross-section due to the variation of the parton flux with

the parton momentum. Hence the mass spectrum is given by:

dσ

dQ
= Lqq̄(Q)

Q2

(Q2 −M2
W )2 +Q4Γ2

W/M
2
W

(3.9)

The intrinsic width of the W is ΓW = 2.098±0.048 GeV [77]. The function Lqq̄(Q)

is called the parton luminosity and is given by:

Lqq̄(Q) =
2Q

s

∑

i,j

∫ 1

Q2/s

dx

x
fi(x,Q

2)fj(Q
2/sx,Q2) (3.10)

The parton luminosity is evaluated by generating W → eν events using Monte-

Carlo event generators (e.g. PYTHIA, REBSOS) interfaced with parton distribu-

tion functions and subjecting them to the same kinematic and fiducial criteria as

for the collider data W and Z samples.

The variables d2σ/dq2
Tdy and dσ/dQ are treated as probability densities for

generating the four-momenta of the vector bosons as we shall see in Chapter 11.

3.3 Determination and Use of the Parton Distribution Functions

The parton distribution functions include the contribution from the soft pro-

cesses (i.e. where the momenta of the emitted gluons are much less than that of

the vector boson). Hence they are derived from experiment while the cross sec-

tions (σ̂i,j) are calculated in QCD perturbation theory. The MS definition [76, 78]

is in terms of operators and is independent of any particular physical process.

These parton distributions then appear in the QCD formula for any process with

one or two hadrons in the initial state.

Currently the most comprehensive derivations of the parton distributions are
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being done by the CTEQ [79] collaboration in the U.S.A. and MRST [80] group in

the U.K. These groups perform a global fit to the data from various experiments

with the help of a parameterization for the PDFs at some standard factorization

scale (µ0).

The CTEQ 6.1 version of the PDFs [81] does a twenty parameter fit to the

world data and obtains a set of parameters that are orthogonal to each other.

Each parameter is varied by a positive and negative one-sigma deviation to give

rise to a pair of PDFs. A set of 40 PDFs (20 pairs) is generated in this way over

all the parameters. The variations are based at the 90% confidence level. The

central set of the parameters (obtained from the fit) is referred to as the central

PDF set for future purposes. In the FAST MC the central PDF set is used for

generating the W and Z events and the 40 PDF sets are used for estimating the

systematic errors associated with the PDFs.

Given some set of values for the parameters describing the PDFs at µ0, namely

fa/A(xa, µ
2
0), one can determine fa/A(xa, µ

2) for all higher values of µ by using the

evolution equation [76].

3.4 Transverse Momentum of the Gauge Bosons

The initial momenta of the colliding quarks that undergo hard scatter and

produce the vector (W/Z) boson is not known. Hence we cannot reconstruct

a Lorentz-invariant mass for W → eν decays. A knowledge of the transverse

momentum distribution of the W boson (~pW
T ) is necessary for measuring its mass

from the kinematic distributions.

We can measure the W boson ~pT spectrum indirectly by measuring ~uT , the

summed ~pT of all the particles that recoil against the W boson. Momentum
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conservation requires the W boson ~pT to be equal and opposite to ~uT . However

the precision of the ~uT measurement is insufficient, especially for small values of

~uT , for constraining the W spectrum as tightly as is necessary for a precise W

mass measurement.

Thus, other data sets need to be used for constraining the model. Just like

the rapidity distribution, one can calculate the pT distribution of the produced

vector boson. Theoretical calculations provide a formalism to describe the boson

pT spectrum, but it includes g1, g2, g3 at low pT (Eqn. 3.8) and perturbative QCD

at high pT .

Like Drell-Yan lepton pairs, most W and Z bosons (collectively referred to as

V ) are produced with relatively little transverse momentum, i.e., pT << MV . In

the lowest order Drell-Yan mechanism, the colliding partons are assumed to be

exactly collinear with the colliding hadrons, and so the vector gauge bosons are

produced with pT =0 only. This approach does not take into consideration the

intrinsic (non-perturbative) transverse motion of the quarks and gluons inside the

colliding hadrons, nor of the possibility of generating large transverse momentum

by recoil against additional energetic partons produced in the hard-scattering.

At low transverse momenta (pT ), the intrinsic transverse motion of the partons

inside the colliding hadrons, kT ∼ ΛQCD, cannot be ignored (ΛQCD is the scale

parameter in QCD theory [2]). Thus effects of multiple soft gluon emission in

the initial or final state of the interacting partons could dominate the low pT

distributions of the vector bosons. In theoretical terms, these effects are of order

αs.

The dominant contribution to the production cross-section of the vector bosons

comes from the leading order (LO) quark-antiquark annihilation partonic process
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qq̄ → V , the first diagram of Figure 3.2. The next-to-leading-order (NLO) partonic

processes are qq̄ → V g and gq → V q (Compton scattering) as shown in the second

and third diagrams of Figure 3.2. Their contribution to the physical cross-section

turns out to be rather large and cannot be ignored at low pT . Besides, processes

where soft interactions occur along with hard interactions need to be understood

for comparisons to the perturbative predictions.

Figure 3.2. Feynman diagrams for (a) LO, and (b,c) NLO partonic
processes contributing to the vector boson production

The measured pT distribution of the lepton pairs from Drell-Yan in fixed target

pN collisions is well parameterized by assuming a Gaussian distribution for the kT

with 〈kT 〉 ∼ 700 MeV. However this data clearly shows evidence of a hard power-

law tail, which can be attributed to the momenta of one or more hard partons that

could have been emitted (perturbative contribution) from higher-order processes
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like qq̄ → V g and gq → V q, etc.

The matrix elements for these annihilation (qq̄ → V g) and Compton scattering

(gq → V q) processes can be computed with the help of their Feynman diagrams

and the transverse momentum distribution of the V boson dσ/dp2
T can then be

obtained by convoluting these matrix elements with the parton distribution func-

tions in the usual way.

A major problem lies in the fact that the lowest-order perturbative contribution

to the pT distribution defined in this way is singular as pT → 0. This is because the

final state partons become soft and/or are emitted collinear with the initial-state

partons. In addition, higher-order contributions from processes like qq̄ → V gg are

also singular when the final-state gluons become collinear. The former singularity

appears as logarithmic terms of the form log(pT/MV ) which start to diverge as pT

and MV become very disparate (i.e. pT << MV ). The perturbative descriptions

of these processes thus break down in these non-perturbative regimes.

In order to describe the phenomena observed at high-energy colliders and to

estimate genuine non-perturbative effects correctly (in pT distribution at pT <<

MV ), the large logarithimic terms are brought under control by the “resummation”

technique. This is an alternate approach to the systematic determinations of the

higher and higher orders in the perturbative expansion of a particular observable.

This approach can prove to be very useful under a different set of conditions than

a fixed-order approach.

Resummation is an analytical approach in which the dominant contributions

from each order in perturbation theory are singled out and “resummed” with the

help of an evolution equation. Various methods for performing resummations are

available [82–86].
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The RESBOS program [87] is one such publicly available program that provides

NLO resummed predictions at low values of the transverse momenta (pT ) of the

bosons, for processes such as W , Z, γγ and Higgs boson production at hadron-

hadron colliders. At high transverse momenta of the bosons (pT > 50 GeV) the

perturbative QCD calculations are reliable for dealing with the emission of hard

partons. The hard (perturbative) and intrinsic (non-perturbative) contributions

can be combined using a convolution integral in transverse momentum space, to

yield a theoretical prediction that is valid for all values of pT [71, 72, 88]. This

allows RESBOS to describe the perturbative and non-perturbative regions of the

partonic processes correctly, with the aid of the pT -resummed perturbative QCD

calculations for these Drell-Yan processes.

3.5 Vector Boson Decay

The W and Z are massive gauge bosons and have very short lifetimes ( ∼

10−24 sec). They decay dominantly into two fermions. Thus the Z boson can

decay into a quark-antiquark pair or into a pair of leptons, keeping the lepton

number conserved. Similarly the W boson can decay into a lepton pair (lepton

number is conserved) or into a quark-antiquark pair. The lepton and neutrino

pair, namely lν̄l or l̄νl is known as the leptonic channel. The quark-antiquark pair

qq̄ is known as the hadronic channel.

As the decay of W bosons into fermions has been well studied and understood

to proceed via the standard V − A coupling of the charged current, it is possible

to predict the angular distribution of the decay fermions if the helicity of the W

boson is known. At lowest order the W boson is fully polarized along the beam

direction due to the V − A coupling. The resulting angular distribution of the
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charged lepton in the W rest frame is given by:

dσ

d cos θ∗
∝ (1 − λq cos θ∗)2 (3.11)

where λ is the helicity of the W with respect to the proton direction, q is the

charge of the lepton and θ∗ is the angle between the charged lepton and proton

beam directions in the rest frame of the W boson. In the rest frame of the W , the

fermions are produced back-to-back and so the energy of each is half of the mass

of the W .

Figure 3.3. Illustration of the spin states for W production and decay.
The left plot is for a W+ produced with valence quarks while the right

plot is for a W+ produced with sea quarks
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Figure 3.3 shows the polarization of the W produced in pp̄ collisions. Since the

weak interactions are left-handed, the spin of the quark is directed opposite to its

momentum (left-handed) while the spin of an antiquark is along the same direction

as its momentum (right-handed). Most of the time during the production of a

W , the valence quark comes from the proton and the valence antiquark from the

antiproton so that the spin of the W points along the direction of the incoming

antiquark. The helicity λ=-1. In the event that the W is made from sea quarks,

there is a 50 % chance that the quark comes from the antiproton and the antiquark

from the proton so that the resulting W points in the direction of the proton and

λ=1.

Radiation from the decay fermions or the W boson, known as final-state radia-

tion, can bias the mass measurement. If the decay electron radiates a photon that

is well separated from its parent so its energy cannot be included in the electron

energy, or if the on-shell W boson radiates a photon and becomes off-shell at the

time of its decay, the measured mass will be biased low. The energy spectrum

and angular distribution of these final state photons are studied and are included

as electroweak radiative corrections in the energy of the decay products up to

next-to-leading-order α, while simulating the W events.

Radiation by the initial interacting quarks or the W , if the final W is still

on-shell, does not affect the mass of the fermion (eν) pair from the W decay.

60



CHAPTER 4

THE EXPERIMENTAL APPARATUS

4.1 A Brief Introduction

The experimental apparatus used for this precise measurement of the W mass

consists of the multi-purpose particle detector at the DØ experiment at Fermi-

lab. Fermilab is home to the Tevatron - the most powerful operational particle

accelerator in the world at present. It is a synchrotron that accelerates beams

of protons and antiprotons to 99.99999954 % of the speed of light around a ring

of four-mile circumference. Beams of protons and antiprotons, each of energy ∼

1 TeV (1012 eV), travel in opposite directions through a vacuum pipe, mostly

surrounded by superconducting electromagnets which bend the beam through the

circular tunnel.

The two beams collide at the centers of two 5,000-ton particle detectors po-

sitioned around the beam pipe at two different locations inside the tunnel. The

collision point BØ is the location of the CDF (Collider Detector at Fermilab) ex-

periment, whereas the DØ experiment derives its name from its collision point.

Both of these hadron collider physics experiments scour the debris of these highly

energetic collisions, looking for signs of interesting physics and discoveries that

could roll back the frontiers of knowledge.

The collisions occur every 396 ns at enormously high energies, with a center

of mass energy (Ecm or
√
s) of 1.96 TeV. Thus they recreate conditions similar
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to those present at the very early stages of the universe (moments after the Big

Bang) and thus probe the structure of matter at a very small scale.

There are more than 1,000 superconducting magnets inside the Tevatron,

which operate at -268◦ Celsius temperatures and produce magnetic fields much

stronger than those of conventional magnets. The various types of magnets help

to bend, focus and steer the beams in the beam pipe along the tunnel

The different accelerators in the Fermilab complex which contribute to the

Tevatron’s operation at these extremely high energies are described in this chapter.

The DØ detector which helps physicists find the occurrence of interesting collisions

and records them on tape for many an interesting analysis later on is described in

details here.

4.2 Fermilab’s Accelerator Chain

Fermilab uses a series of accelerators to create the world’s most powerful par-

ticle beams. The first step involves creating proton and antiproton beams with

hydrogen gas. Upon enough accumulation and consequent acceleration up to en-

ergies of 150 MeV , both the beams are loaded into the Tevatron. The Tevatron

accelerates them further, up to energies of 1 TeV each, before allowing them to

collide at the center of the two detectors, CDF and DØ. Figure 4.1 shows a layout

of the different accelerators in the chain and their contributions to the production

and acceleration of the protons and antiprotons, at various stages of the process

are outlined below.
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Figure 4.1. A general layout of Fermilab’s accelerators chain

4.2.1 The Cockcroft-Walton Generator

The Cockcroft-Walton pre-accelerator provides the first stage of acceleration.

Here hydrogen gas is ionized to create negative ions, each consisting of two elec-

trons and one proton. The ions are accelerated by a positive voltage and reach an

energy of 750 keV.

4.2.2 The Linear Accelerator (LINAC)

The negative hydrogen ions enter a linear accelerator (Linac). It is approxi-

mately 155 meters long and it accelerates the hydrogen ions up to 400 MeV by

means of oscillating electric fields. Just before entering the Booster, the ions pass

through a carbon foil, which strips off the electrons from the ions thus leaving

only the protons.
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4.2.3 The Booster

The third-stage accelerator is the Booster. It is a circular accelerator that

bends the proton beams into a circular path. The protons coming in from the

Linac travel around the Booster some 20,000 times. With each revolution, the

radio-frequency(RF) cavities in the booster provide an accelerating force to the

beam. By the end of the acceleration cycle, the energy of the protons is boosted

up to 8 GeV.

4.2.4 The Main Injector

The Booster delivers protons to the Main Injector. The Main Injector com-

pleted in 1999, has become an essential part of Fermilab’s accelerator complex for

accelerating and transferring beams. It has four primary functions that support

the Tevatron Collider.

1. It accelerates protons from 8 GeV to 150 GeV before injecting the beam

into the Tevatron.

2. It produces protons of energy 120 GeV and delivers them for antiproton

production.

3. It contains the Recycler (storehouse for cooling and storing antiprotons),

receives antiprotons from it and accelerats them to energies of 150 GeV.

4. It injects protons and antiprotons into the Tevatron for further acceleration

of up to 1 TeV.
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4.2.5 The Antiproton Source

Producing antiprotons is a difficult and expensive undertaking. The antiproton

source consists of three major components and Figure 4.2 is a pictorial represen-

tation of it.

1. The Target Station - Antiprotons are produced by irradiating a Nickel target

with a beam of 120 GeV protons from the Main Injector every 1.5 sec. For

every one million protons that hit the target, only about 20 antiprotons at

energies of 8 GeV, survive to be stored in the Accumulator. The antiprotons

are focussed into a beam line by a Lithium lens. The beam from the lens

consists of several other particles besides antiprotons, hence the antiprotons

are separated by sending the beam through a pulsed magnet which acts as

charge-mass spectrometer.

2. The Debuncher - The beam in the Main Injector is accelerated using radio-

frequency sources(RF), hence it is “bunched” by the time it is incident at

the target station. The antiprotons produced are also bunched, but they

possess a large spread in energy which is undesirable for the accelerators

downstream of the target station. Thus the function of the Debuncher is

to shape the beam so it possesses a narrow energy spread and large time

spread.

The Debuncher receives the low energy antiprotons at a different phase of

the RF than the high energy ones, due to the difference in path lengths

around the accelerator. This difference in RF phase causes the low energy

particles to be accelerated while the high energy particles are decelerated.

Subsequently the energy spread is reduced and the time spread is increased

in this way. The debunching process takes about 100 milliseconds.
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3. The Accumulator - This device accumulates the antiprotons by the momen-

tum stacking of the successive pulses of antiprotons from the Debuncher

over several hours or days. Both the RF and stochastic cooling systems (a

technique used to reduce the transverse emittance of the beam) are used in

the stacking process. The Accumulator is capable of cooling and storing the

antiproton beam over many hours. It also transfers the antiprotons to the

Recycler periodically, for additional cooling and accumulation.

Figure 4.2. The different components of the antiproton source
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4.2.6 The Recycler

Since 2005 the Recycler has become the sole storage ring for the antiprotons

used in the Tevatron collider. The operational role of the Antiproton source

at present, is confined to producing the antiprotons and transferring them to

the Recycler periodically. The Recycler is 3.3 km in circumference located in

the Main Injector tunnel, directly above the Main Injector beamline. It uses

permanent magnets to store antiprotons at 8 GeV. It has an electron-cooling

system which mainly reduces the longitudinal emittance of the beam by “mixing”

the antiprotons with a continuous 4.3 MeV beam of electrons. These electrons

are provided by a Pelletron accelerator adjacent to the ring. The electron beam,

with a current of up to 0.5 Amperes and power of up to 2 MegaWatt, travels for

approximately 20 m along the same path as the antiprotons, and is then sent back

to the Pelletron for recirculation. The electrons interact with the antiprotons,

cooling the beam and reducing the spread in longitudinal momentum. The beams

are improved since the antiprotons that are traveling too fast are slowed down as

they bump into the electrons and the slow antiprotons are sped up as they are hit

by faster electrons. The Recycler injects the antiprotons into the Main Injector

for acceleration up to energies of 150 GeV.

4.2.7 The Tevatron

The Tevatron receives the protons and antiprotons at energies of 150 GeV from

the Main Injector and accelerates each beam to 980 GeV before colliding them.

The Tevatron tunnel is buried 8 meters below grade, underneath an earthen berm.

Its more than 1000 super-conducting magnets operate with the help of about

200,000 adjustable parameters. They operate at - 450◦ Fahrenheit and produce
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magnetic fields of 4.2 Tesla. The dipole magnets bend the particle beam so that it

stays within the beam pipe during its orbit, while the quadrupole magnets focus

particle beams confining them into a thin line inside the beam pipe. Correction

magnets are used for the fine-tuning of beam orbits, thus providing extra focus or

horizontal and vertical steering of the beam.

The beam delivered by the Tevatron comes in “bunches” which are spaced

according to the RF frequency of 53 MHz. Thus each bunch is said to occupy

a RF “bucket” of about 19 ns duration. There are 1113 RF buckets around the

Tevatron and thus each turn takes about 21 ms (1113 × 18.87 ns). Each of

the beams consists of 36 bunches and is split into 3 trains of 12 bunches each.

Each train of bunches is also called the “super bunch”. In a train, each bunch is

separated by the next by 21 RF buckets or 396 ns, or 3 BS (beam sync) ticks.

Here 1 BS tick corresponds to 7 buckets. Two subsequent trains are separated by

a gap of 20 BS ticks or 140 buckets or 2.64 µs. Thus for each turn of the beam

there are 159 BS ticks. During Run I, the beam structure consisted of 6 bunches

each of protons and antiprotons, separated by a 3.5 µs gap. This gap was used for

developing the trigger and sampling the detector baselines before the next beam

crossing. Figure 4.3 shows the bunch structure for Run I and Run II.

When colliding, the beams are focussed by collimators into a cross-sectional

area of 5 × 10−5 cm2 at the center of each detector. The length of the luminous

region is described by the factor β∗ and is about 30 cm.

The Tevatron has had an excellent history of performance. It has undergone

two major upgrades, in 2003 and 2006, in order to maximize the integrated lu-

minosity delivered to the CDF and DØ experiments. During its run from April

2002 to February 2006 it has delivered about 1.55 fb−1 of integrated luminosity to
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Figure 4.3. Tevatron bunch structure for Run I and Run II data taking
periods

DØ. This is also referred to as the Run IIa data taking period of the experiment.

The peak luminosities delivered by the Tevatron have more than doubled after

the luminosity upgrade in 2006. Peak luminosities of 300 × 1030 cm−2 sec−1 are

the order of the day now. The data taking run starting in June 2006 has been

termed as the Run IIb of the experiment and more than 6.0 fb−1 of data has been

delivered by June 2009, during this run.

This precise measurement has been performed with 1.0 fb−1 of data recorded

during the DØ Run IIa data taking period.

More details on the technical aspects and operation of the Tevatron are given

in [89] and [90].
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Figure 4.4. Total integrated luminosity delivered by the Tevatron and
recorded by DØ during Run II

4.3 The DØ Detector

The DØ detector is a multipurpose detector made up of specialized sub-

detector systems. In simple words, this detector can be envisioned as a camera

that is capable of taking snapshots of the debris that results from the collisions of

the highly energetic protons and antiprotons at the center of the detector, every

396 ns. The collision of a proton bunch with an antiproton bunch at the Tevatron

is called an “event”. Since each of these collisions produce myriads of particles,

some of them could prove to be new and extremely interesting for searches of new

physics. Particle physicists sift through this debris of particles to look for signa-

tures of the Higgs boson or other signs of physics beyond the Standard Model. In

order to do this a complicated, algorithm-based, decision-making tool known as
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the “trigger system” is used for deciding on how interesting an event is. The inter-

esting events are recorded and stored on tapes to be used for offline analyses in the

near future. The “trigger system” is described in detail later. A cross-sectional

view of the DØ detector as installed in the collision hall is given in Figure 4.5.

A more detailed description of the Run II DØ detector from a construction and

technical point of view, can be found in [91].

Figure 4.5. Cross-sectional view of the DØ Run II detector as viewed
from inside the Tevatron ring
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The importance of the sub-detectors lies in the fact that the information de-

livered by each one of them when put together, helps in an accurate identification

of the various particles that are formed as a result of the proton-antiproton col-

lisions. The chances of mis-identification are significantly lowered. The central

tracking detectors, the uranium-liquid argon calorimeters and the muon spectrom-

eters are the major sub-systems that constitute the DØ detector. The central

tracking system includes the Silicon Microstrip Tracker (SMT) and the Central

Fiber Tracker (CFT) within a 2T solenoidal magnetic field. The SMT helps iden-

tify the secondary vertices from b-quark decays while the magnetic field enables

a measurement of the energy to momentum ratio (E/p) for purposes of lepton

identification and calorimeter calibration. The calorimeters provide identification

and energy measurements for electrons, photons and jets and also measure the

transverse energy balance in events. The calorimeter consists of a central part for

measuring the energy of particles emitted in the central region of the detector and

two end parts for covering the forward regions of the detector. Each part consists

of the electromagnetic and hadronic sections.

In the region between the solenoid and central calorimeter (CC) lie the Central

Preshower (CPS) detectors which help detect the early parts of the shower devel-

opment and thus improve identification of electrons, photons and jets. Similarly

the Forward Preshower (FPS) detectors are placed in the forward regions near the

end calorimeters (EC).

The muon detecting system consists of the central and forward muon sub-

systems. The central muon system consists of scintillation counters to improve

muon triggering and proportional drift tubes (PDT) for tracking purposes. The

forward muon system consists of mini drift tubes (MDT) and the pixel scintillation
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counters that are resilient to radiation damage. Additional shielding from the

beam pipe is also present. The muon toroidal magnets play an important role

in the functioning of the detectors. The central and the two end iron toroids are

mounted on the platform.

The SMT, CFT and calorimeters are cylindrical in shape and were mounted

to be concentric around the beryllium beam pipe. The latter has a thickness of

0.508 mm, an outer diameter of 30.1 mm and is 2.37 m in length. The SMT is the

innermost detector, surrounded by the CFT which in turn is surrounded by the

calorimeters. The muon detectors are large, consisting of scintillator counters and

drift tube chambers. They surround the calorimeter on all sides. Each of these

sub-detectors is described below in more detail.

4.3.1 Calorimeter Coordinates

The calorimeter and tracking systems are the important detectors for this

measurement of the W mass. The DØ detector uses a right-handed coordinate

system that has its origin at the geometric center of the detector. The +z axis is

along the direction of travel of the proton beam. The +y axis is directed upwards.

The +x axis is horizontal and points out of the Tevatron ring. A cylindrical

coordinate system is used to describe the geometry of the detector, in that the

radius “r” is used to denote the distance of the point from the geometric center of

the detector, the angles φ and θ are measures of the azimuthal and polar angles

respectively.

A commonly used variable for locating polar coordinates is called the “pseu-

dorapidity”. Two types of pseudorapidity are defined, ηdet and ηphys. In both
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cases:

η = −ln tan
θ

2
(4.1)

For ηdet, the angle θ is measured from the origin of the detector whereas for ηphys,

the θ is measured from the primary interaction vertex. The primary vertex may

be located up to ± 60 cm up or down the beampipe from the origin of the detector.

The pseudorapidity η = −ln[tan(θ/2)], approximates the true rapidity y =

1
2
ln[(E + pzc)/(E − pzc)], for finite angles in the limit that (mc2/E) → 0. The

term “forward” is used for regions at large |η|, while the term “central” is usually

used for |η| < 1.2 (or 1.0 in some cases).

The large reduction in the bunch spacing (396 ns) in Run II as compared

to the 3.5 µs in Run I required a significant upgrade of the readout electronics

for the front-end signals of the various sub-systems of the DØ detector. The

calorimeter preamplifiers and pulse-shaping electronics have been upgraded and

all the electronics for the muon system have also seen change. The trigger system

has also undergone significant upgrade, with the introduction of three full trigger

levels to cope with the high collision rate and new hardware has been added to

identify the displaced secondary vertices for b-quark tagging. The design and

performance of the various sub-systems of the DØ detector is described in the

sections below in greater detail.

4.3.2 The Silicon Microstrip Tracker (SMT)

The Silicon Microstrip Tracker is the innermost tracker. It provides tracking

and vertexing almost over the entire pseudorapidity coverage of the calorimeter

and muon systems. It consists of silicon detectors which are p-n junction diodes

operating at reverse bias. Two classes of beam interactions drive the design of
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the SMT. The high-pT processes give rise to highly collimated jets. These jets

produce high track densities within the interaction region of length ∼ 25 cm.

Thus the length of the interaction region sets the length scale of the device, a

long detector is necessary for achieving good high-pT acceptance. On the other

hand, QCD and B-physics produce lower pT tracks that extend into regions of

high pseudorapidity. To detect these tracks, disk geometries are placed in the

forward region. An isometric view of the SMT detector is shown in Figure 4.6.
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Figure 4.6. The barrel and disk design of the Silicon Microstrip Tracker

Six barrel-and-disk modules are used to measure tracks with low psuedora-

pidity (|η| < 1.5). Each of the 12 cm long barrels has readout layers of silicon
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detectors, each silicon module is called a “ladder”. The ladders are arranged in

four layers, two staggered and two overlapping sub-layers. A “F” disk with 12

double sided wedge detectors caps each barrel at high |z|. The barrels and disks

yield r − φ and r − z measurements for an efficient 3D track reconstruction in

the central region. The two end modules of three F disks combined with four

far forward, large-diameter “H” disks provide good resolution for tracks at high

pseudorapidity. Twenty four full wedge detectors consisting of two back-to-back

single sided “half” wedges, are mounted on each H-disk. This design should keep

momentum resolution less than 10 % at 1 GeV/c and impact parameter resolution

to within 30 µm out to |η| < 3.

The five different detector types used in the SMT are shown in Table 4.1.

The 4 inner barrels have 90◦ double sided double metal (DSDM) and 2◦ stereo

double sided (DS) sensors. Double sided detectors are used to minimize material

in the tracking volume. The two outer barrels have single sided (SS) and 2◦ stereo

double sided (DS) sensors. This is done in order to avoid a degrading resolution

of small angle tracks where the charge deposition would tend to be distributed

over many strips. The ladders are mounted and aligned to 10-20 µm between

two precision machined Beryllium bulkheads. These bulkheads are equipped with

cooling channels. The F disk wedges are comprised of 12 wedges of double sided

stereo sensors and each H disk consists of 24 wedge assemblies, each with two

back-to-back single sided detectors. The barrels and F disks are mounted on 2

carbon fiber cylinders which meet at the interaction point in the detector. The H

disks are mounted separately on carbon fiber cylinders.

There are approximately 800,000 readout channels from 912 readout modules

of the SMT. Figure 4.7 shows the chain of electronics reading out the SMT detec-
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tor. The SMT is readout by the custom-made 128-channel SVXIIe chips. These

readout chips are held by the High Density Interconnectors or HDIs, these are as-

semblies of flex circuits laminated to the Be substrates. The SVXIIe chip performs

preamplification, analog delay, digitization and data sparsification. Its features are

a readout speed of 53 MHz and downloadable ADC (analog-to-digital converter)

ramp, pedestal and bandwidth settings. The SVXIIe is manufactured using the

1.2 µm UTMC radiation-hard technology [92]. The preamplifier integrates the

input charge for a train of beam bunches and resets during the inter-bunch gaps.

This charge is delivered to a 32 cell analog pipeline. Upon a Level 1 trigger ac-

cept, a double correlated sampling 1 is performed on the appropriate cells before

the analog information is sent for digitization. The digitization provides 8 bits of

ADC information every 2.4 µs. Please refer to [93] for more details on this.

The SVXIIe sequencers send data from the silicon ladders and wedges to the

VME readout buffer (VRB) memories viz optical link fibers. The VRBC (VRB

controller) controls the operation of the VRBs with the help of the trigger infor-

mation via the Serial Command Link (SCL). The SCL (Serial Command Link)

carries all the trigger information required by the sequencers and VRBs to operate

in a D0 RunII environment for data acquisition.

Upon a Level 2 trigger accept, a Single Board Computer (SBC) mounted on

the VRB crate collects the data from all the VRBs and sends them to the Level

3 for readout and storage to tape. The second SBC present on the VRB crate is

called the Power PC and is responsible for slow monitoring and calibration.

1Double correlated sampling is the process of subtracting the analog baseline pedestal value
from the signal being measured.
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TABLE 4.1

SMT DETECTOR TYPES (MODULE: LADDER OR WEDGE)

Location Module
type

Stereo
angle(◦)

Pitch
(µm)

No. of
mod-
ules

Chips/
Mod

No.
of

HDI

L1,L3 (outer barrels) SS 0 50 72 3 72

L1,L3 (inner barrels) DSDM 0/90 50/150 144 3/3=6 144

L2,L4 (outer+inner) DS 0/±2 50/60 216 5/4=9 216

F-disks DS +15/-15 50/60 144 8/6 288

H-disks SS +7.5/-7.5 50/50 96 6/6 192

4.3.3 The Central Fiber Tracker (CFT)

The CFT is the other main component of the central tracking system. It

consists of scintillating fibers mounted on eight concentric support cylinders, has

an inner radius of 20 cm and an outer radius of 52 cm from the center of the

beampipe. The two innermost cylinders are 1.66 m long, to accommodate the

forward H-disks of the SMT, the other six cylinders are 2.52 m long. The outer

cylinder provides coverage for η ≤ 1.7. Each support cylinder is double walled

with a 0.25 inches thick core of Rohacell [94]. Carbon fibers impregenated with

40 % resin were used for constructing the walls of the cylinders. Two doublet

layers of scintillating fibers are mounted on each cylinder. The first doublet layer

is aligned parallel to the beam direction (z) whereas the second layer is oriented

at a stereo angle in φ of +3◦ (u) or -3◦ (v). Layers of fiber that are oriented along

the beam direction are referred to as the axial layers while those at an angle of ±
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Figure 4.7. The readout chain for the SMT detector

3◦ are called the stereo layers. The two types of stereo layers are mounted in an

alternating fashion on the support cylinders. Figure 4.8 shows the layers of the

CFT and the fiber orientation.

The small fiber diameter (835 µm) gives the CFT an inherent doublet layer

resolution of 100 µm provided the location of the individual fibers is known with

a precision of ∼ 50 µm.

When charged particles pass through the scintillating fibers, light is generated.

The scintillating fibers are coupled to clear fiber waveguides which bring the scin-

tillation light to Visible Light Photon Counters (VLPCs) for readout. DØ has

chosen to use the VLPC as the photosensitive device for signal readout from the

CFT and preshower detectors on the basis of the high quality of its performance.

VLPCs are arsenic-doped silicon diodes, originally developed at Rockwell Interna-
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tional and subsequently produced by the Boeing Company. They convert the light

(photons) produced by the passage of charged particles through the scintillating

fibers of the CFT into amplified electrical signals with an excellent time resolu-

tion. The VLPCs are capable of counting single photons. The unique features of

the VLPC which enable its use as the ideal device for photon detection here are

its high quantum efficiency (∼ 60-80 % at visible light wavelengths), high gain

(22,000 to 65,000 electrons per converted photon) and low gain dispersion (< 2

%), capability of operating at high rates of at least 10 MHz (high background en-

vironment) and fast response, all of which result from the properties of its ”Si:As

impurity band” conduction material [95–97].

The clear fiber waveguides range in length from 7.8 to 11.9 m. The VLPC

pixels are housed inside the modules of the VLPC cassettes, hence individual

fibers (0.965 mm in diameter) present inside the cassettes guide the photons from

the waveguides to the individual VLPC pixels. Each VLPC counts single photons
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and produces amplified electrical signals. The electrical signals from the VLPCs

are brought to the analog front-end (AFE) boards mounted on the cassette body

by means of flex circuits. A typical LED spectrum for a single VLPC for an axial

CFT fiber, is shown in Figure 4.9.

Figure 4.9. A typical LED spectrum showing the individual
photoelectron peaks of a single VLPC

The discriminator signals from the axial doublet layers are sent via the high

speed LVDS cable to form the fast Level 1 hardware trigger, also called the Central

Track Trigger (CTT) based upon the number of track candidates above specified

pT thresholds. Upon a Level 1 trigger accept the CFT provides a complete data

readout for the events passing the Level 1 CTT trigger. This readout from the AFE

boards is controlled by and transferred to the sequencers. Figure 4.10 provides

a schematic diagram of the readout components in the path of the CTT trigger
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formed from the CFT information.

Figure 4.10. The CFT/CPS axial components of the L1 CTT system.
The numbers in the top left corners of the boxes indicate the number of

electronic boards of each type

The sparsified data is transferred from the sequencers to VME transition mod-

ules (VTM) via fiber optic G-Link cables. The VTMs transfer the data to the

VRBs located in the VME VIPA crates. The assignment of buffers in VRBs is

actually controlled by the VRB Controller (VRBC) located in each crate. Data

stored in these buffers awaits the Level 2 trigger decision. A single board com-

puter (SBC) mounted in a VME VIPA crate serves as the interface to the Level

3 readout. Upon receiving a Level 2 accept, it collects data from the VRBs and

sends them to Level 3 for the formation of the Level 3 trigger. Full tracking in-
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formation from the CFT for the events that pass the selection criteria at Level

3 is recorded for future analysis. There are 4 VME VIPA crates located in the

Movable Counting House-2 (MCH2) for buffering the readout of the CFT and

Preshower detectors.

Both the tracking detectors help locate the primary vertex of interaction with

a resolution of about 35 µm along the beamline. They can tag b-quark jets with

an impact parameter resolution of better than 15 µm in the r − φ direction for

particles with transverse momentum pT > 10 GeV/c at normal incidence (η =0).

Measuring the vertex position with this high precision helps in obtaining better

measurements of the lepton pT , jet transverse energy (ET ) and missing transverse

energy (/ET ). This is turn helps the calibration of the electromagnetic calorimeter

using the E/p information of the electrons.

4.3.4 The Solenoid

The superconducting solenoidal magnet was designed with the aim of optimiz-

ing the momentum resolution, ∆pT/pT , and tracking pattern recognition within

the constraints imposed by the Run I detector. Its magnetic field bends the tracks

of the charged particles that cross the tracking detectors so a measurement of the

momentum of the tracks can be obtained from the curvatures of their trajectories

inside the tracking volume. The available space within the vacuum vessel of the

central calorimeter (CC) and the need to maximize the tracking volume drive the

physical size of the solenoid, it is 2.73 m long and 1.42 m in diameter. A operating

central field of 2T is chosen after taking into consideration the required momen-

tum resolution, tracking pattern recognition, available space, field uniformity over

the maximum volume possible, the need to operate safely and stably with either
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polarity and the need to quench safely without a protection resistor if needed. The

required linear current density for the 2T field strength is achieved by wounding

the solenoid with two layers of superconducting coils. The support cylinder for the

solenoid is present on the outside of the windings. A control dewar provides the

magnet with the cryogenic services, magnet current buses, vacuum pumpout and

relief through the narrow space between the central and end calorimeter vacuum

vessels.

The solenoid has an overall thickness of about 1.0 X0 at η=0 for optimizing the

performance of the Central Preshower detectors that lie just outside the solenoidal

cryostat.

The solenoidal system is controlled remotely, including cooldown, warmup,

energization, de-energization for reversing fields and quench recovery.

4.3.5 The Preshower Detectors

The preshower detectors aid in electron and photon identification and in back-

ground rejection by detecting the early parts of the shower development of par-

ticles passing through it. They function as tracking detectors and calorimeters,

thus enhancing the spatial matching between tracks and showers in the calorime-

ters. Charged particles could loose a considerable fraction of their energy in the

solenoid and upstream material such as the cables and supports, so the preshower

detectors can be used offline to correct for these losses in the EM energy measure-

ments of the central and end calorimeters. The fast energy and position readouts

from the preshowers are also used for Level 1 trigger purposes. There are two

sub-components of the preshower detectors, the central preshower detectors lo-

cated between the solenoid and the central calorimeter and the forward preshower
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detectors that are attached to the faces of the end calorimeters.

4.3.5.1 The Central Preshower (CPS) Detectors

The CPS consists of three concentric cylindrical layers of triangular scintillator

strips. The layers are arranged in an axial u-v geometry with a u stereo angle

of 23.774◦ and a v angle of 24.016◦. Each layer contains 1280 strips. Embedded

at the center of each triangular strip is a wavelength-shifting-fiber (WLS) that

collects and carries the light to the end of the detector where they are read out

by clear light-guide fibers. The WLS fibers are split at z=0 and are read out from

each end resulting in 2560 channels per layer. A cross-sectional view of the CPS

detector is shown in Figure 4.11.

A lead radiator of 1.0 X0 thickness has been placed between the solenoid and

the CPS. This lead alongwith the solenoid provides a total of about two radiation

lengths of material for particles incident normally and about four radiation lengths

for particles incident at extreme angles. The CPS provides coverage for particles

within η < 1.3 of the detector.

The readout of the CPS is similar to that of the CFT, in that it uses clear

waveguides that bring light to the VLPCs. The components of the readout elec-

tronics are the same as that used for the CFT. The information from the axial

layers of the CPS is used for Level 1 triggering purposes while that from the stereo

layers is used for the Level 2 trigger.

4.3.5.2 The Forward Preshower (FPS) Detectors

The two FPS detectors are mounted on the cryostats of the end calorimeters

(north and south) between the luminosity monitors and the inter-cryostat detec-

85



Figure 4.11. Cross-sectional end view (left) and side view (right) of the
Central Preshower detector

tors (ICD). Each detector is made from two layers, of two planes of scintillator

strips. The two layers are separated by a 2.0 X0 thick lead-stainless steel ab-

sorber. The layers nearest to the interaction region (beampipe) are called the

minimum ionizing particle (MIP) layers. This is because the charged particles

passing through these layers of the detector leave minimum ionizing signals thus

allowing a position measurement (in η, φ and z) of the track. The layers behind

the absorber are called the shower layers. Particles such as the photon and elec-

tron will shower in these layers and form a cluster of energy spanning almost three

strips. Heavier charged particles are less likely to shower and will thus leave a sec-

ond MIP signal in the shower layers. The signals from the MIP layers are spatially
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matched to the signals in the shower layer to identify the various electromagnetic

and hadronic particles. For example the energy shower that matches with a track

signal in the MIP layers is indicative of an electron, while a photon does not inter-

act in the MIP layers, it produces a signal in the shower layers only. MIP signals

from both layers are indicative of hadronic particles that pass through but do not

shower. A quarter view of the FPS detector has been shown in Figure 4.12.

Figure 4.12. One quarter view of the Forward Preshower detector
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The shower layers provide readout for 1.5 < η < 2.5 whereas the MIP layers

and the absorber cover the region 1.65 < η < 2.5. The outer region of the FPS falls

behind the solenoidal magnet which provides about 3X0 of material infront of it.

This material reduces the possibility of showers reaching these shower layers of the

FPS. The FPS detectors also share readout elements with the CFT, starting with

the clear fiber waveguides and continuing through the entire readout electronics

system.

4.3.6 The Calorimeter

The calorimeter is the most essential sub-detector for the measurement of the

W mass. It provides energy measurements for the electromagnetic and hadronic

particles, assists in the identification of particles such as electrons, photons, jets

and muons and measures the transverse energy balance in events.

The calorimeter essentially consists of the central and the two end (north

and south) segments commonly known as the central calorimeter (CC) and end

calorimeters (ECN and ECS) respectively. DØ’s central calorimeter has an η cov-

erage of ≤ 1.2 and each of the end calorimeters provide coverage up to η ≤ 4.2, thus

making the calorimeter nearly hermetic. Both the central and end calorimeters

contain three concentric sections with the electromagnetic (EM) section closest to

the interaction region and surrounded by the fine and coarse hadronic (FH and

CH) sections. Figure 4.13 is a split-open view of the barrel of the calorimeter,

showing the CC and EC regions and the various segmentations (EM, FH, CH) in

each region.

The EM section is essentially a barrel consisting of 32 EM modules azimuthally.

Each module is sub-divided into 4 layers, EM1, EM2, EM3 and EM4 respectively.
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Figure 4.13. The various segmentations and parts of the DØ calorimeter

This is surrounded by the fine hadronic section which contains 16 modules, each

sub-divided into 3 layers, FH1, FH2 and FH3. The FH section is surrounded

by the single layer coarse hadronic section consisting of 16 modules. Thus each

EM module is 2π
32

( ∼0.2) radian wide in φ whereas each hadronic (FH and CH)

module is 2π
16

(∼0.4) radian wide in φ. Figure 4.14 shows a cross-sectional view of

one quarter of the detector with the η and depth segmentation.

Although liquid argon is the active medium for the entire calorimeter, different

absorber plates are used in different sections of the central calorimeter. The EM

section modules use 3 mm thick depleted Uranium plates while the FH section

contains 6 mm thick Uranium-Niobium plates. The modules in the CH section

use relatively thick (46.5 mm) plates of Copper as the absorber material. Each of

the calorimeters is held within its own cryostat, a vacuum-vessel which maintains

the temperature of the detector at approximately 90 K. The purity of the liquid
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Figure 4.14. Side view of one quarter of the calorimeter, showing
segmentation and tower definitions. The line extending from the center
of the detector denote the pseudorapidity coverage of cells and projected

towers

argon has been very stable over time and was measured to be less than 0.30 pm

0.12 ppm for all three cryostats.

A typical calorimeter ”cell” is shown in Figure 4.15. A unit cell consists of

two separated and grounded metal absorber plates with a signal board placed

between them. The gaps between the plates and board contain liquid argon. The

high positive potential (2 kV) of these signal boards establishes an electric field

across the gap and the Copper pads located on the inner surfaces of these boards

act as the electrodes for the gap. An assembly of these electrode-pads and the

intermediate gaps, in depth, approximately at the same η and φ, forms a ”readout

cell” or ”readout channel”.
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Figure 4.15. A typical calorimeter cell

Since this measurement of the W mass probes electrons in the central region

of the DØ detector, let us take a look at the readout units of the EM section of

the central calorimeter in a little more detail. Each of the EM1, EM2 and EM4

layers in an EM module consist of 2 readout cells at a “fixed η” width of 0.1.

Thus each cell is 0.1 radian wide both in η and φ. The third EM layer (EM3),

which contains the maximum of the EM shower is segmented twice as finely both

in η and φ (0.05) to allow for a more precise location of the EM shower centroids.

Thus in each EM module this EM3 layer contains 8 readout cells at a “fixed η”

width of 0.1. Figure 4.16 shows the relative segmentation of the different layers

of the calorimeter.

The readout cells over all the three sections of the calorimeter, in turn form

the pseudo-projective “readout towers”. These towers are 0.1 radian in width, in

both η and φ for the EM and hadronic modules. Each readout tower consists of

11 readout cells in the CC. When sub-divided each tower comprises of the EM,
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Figure 4.16. The calorimeter cell configuration in terms of depth and η

FH and the CH towers respectively. Each EM tower consists of 7 readout cells,

each FH tower contains 3 readout cells and the CH tower comprises of a single

readout cell.

In the CC each EM module contains 48 EM readout towers for a total η width

of 2.4 (-1.2 to 1.2) and φ width of 0.2 (width of each module). Thus for a fixed η

width of 0.1, there are 2 readout towers for the EM module.

There are about 55,300 electronics channels to be read out in the calorimeter.

Figure 4.18 is a pictorial representation of the readout chain of the calorimeter.

The readout is achieved in three principal stages. In the first stage, signals from

the calorimeter are fed into charge preamplifiers located on the cryostats via low

impedance coaxial cables. The fact that the electron drift time across the liquid

argon gap is about 450 ns at 2.0 kV and the bunch collision spacing is 396 ns,
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presents a challenge for the signal charge integration in Run II. The calorimeter

electronics were designed to maintain a high signal-to-noise ratio in an environ-

ment of high instantaneous luminosity, in accordance with the original design of

the Tevatron, that is a bunch spacing of 132 ns. The output of the preamplifier

is an integral of the calorimeter signal with a rise time of 450 ns and a recovery

time of ∼ 15 µs.

From the preamplifiers they are transported to the analog signal shaping and

storage circuits located on the baseline subtractor (BLS) boards, located below

the cryostats. The BLS provide baseline subtraction to remove any low-frequency

noise or pileup from the signal. They also send faster shaped analog sums of the

signals as prompt inputs for the Level 1 and Level 2 calorimeter trigger decisions

and use switched capacitor arrays (SCAs) to hold the signal for about 4 µs until

a Level 1 trigger decision is made and for an additional 2 ms until the Level 2

trigger accept arrives. The signal shaper circuits utilize only two-thirds of the

charge collected by the preamplifier so as to minimize the effects of pileup. 2 This

corresponds to the first ∼ 260 ns of signal collection from the gap. The shaper

circuit produces a unipolar signal peak at ∼ 320 ns with a recovery time of 1.2 µs.

These signals are sampled every 132 ns. Figure 4.17 depicts the signals obtained

from the cell, preamplifiers and shaper circuits.

The precision signals from the BLS boards are transmitted on an analog bus

with the help of analog drivers over 130 m of twisted-pair cable to ADCs (analog-

to-digital converter). Upon digitization by the ADCs, these signals enter the data

acquisition system to await the Level 3 trigger decision and subsequent storage to

tape.

2Due to multiple interactions in a single beam crossing or due to interactions in multiple
beam crossings
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Figure 4.17. The shape of the electronic signal from calorimeter cell,
preamplifier and shaper circuit

4.3.7 The Inter-Cryostat Detector

Since the central and end calorimeters are mounted in their separate cryostats,

the region between the cryostats (0.8 < η < 1.4) remains uncovered. In addition

there is substantial unsampled material in this region which degrades energy res-

olution. To address this problem, additional sampling has been provided in these

regions by way of the inter-cryostat detector (ICD) and the massless gaps. The

massless gaps are standard calorimeter readout cells placed infront of the first

layer of uranium. The ICD is a series of 0.5 inches thick scintillating tiles that are

attached to the exterior surface of the end cryostats and are read out via WLS

fibers. These fibers are fed to clear optical fibers which in turn terminate at a

photomultiplier tube (PMT).
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Figure 4.18. The electronic components in the readout chain of the
calorimeter

The sampling of the ICD provides coverage within the 1.1 < η < 1.4 region.

4.3.8 Muon Detectors

The muon detection system comprises of the central and forward muon sys-

tems. The central muon system uses proportional drift tubes (PDTs), central

toroidal magnets and trigger scintillation counters. The forward muon system

uses mini drift tubes (MDTs), trigger scintillation counters and the end toroidal

magnets.

The toroidal magnets enable the muon system to obtain an independent mea-

surement of the muon momenta. This is turn allows for a cleaner matching with

the muon tracks from the central tracking detectors, helps reject pion/kaon de-

cays, enables for a low pT cutoff in the muon trigger at Level 1 and improves

momentum resolution for high momentum muons.

The central muon system provides coverage up to η ≤ 1.0. Here the scintillation

counters, called the Aφ counters have been installed on the PDTs that are mounted

between the calorimeter and the toroidal magnets. These provide a readout fast
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enough for associating a muon in a PDT with the appropriate bunch crossing and

thus reducing cosmic background. The PDTs are essentially drift chambers made

of rectangular extruded aluminum tubes and typically consist of 72 to 96 cells that

are 10.1 cm across. The anode wire at the center of each cell alongwith the vernier

cathode pads located above and below the wires provide precise measurements

of the coordinates of the track-hit along the wire. The tubes are filled with a

gaseous mixture of 84 % argon, 8 % methane and 8 % CF4. The drift velocity

of the charge inside the tubes is about 10cm/µs for a maximum drift time of 500

ns. Thus they are used for precise coordinate measurements and triggering. Both

the scintillation counters and PDTs contribute to the background rejection. The

PDTs are mounted in three layers, A, B and C, with the A layer situated inside

the toroidal magnet while the B and C layers are outside the magnet.

The forward muon system provides coverage over the 1.0 ≤ η ≤ 2.0 region and

consists of four major parts, the end toroidal magnets, three layers of MDTs for

detecting muon tracks, three layers of scintillation counters for triggering on events

with muons and the shielding around the beam pipe. The MDTs are arranged in

three layers, A, B and C, with the A layer closest to the interaction region and

inside the toroidal magnet and the B and C layers outside it. The MDTs of the

forward muon system provide a short drift time for the electrons (< 132 ns), good

coordinate resolution (< 1mm), resilience to radiation damage, high segmentation

and low occupancy. The MDT tubes are made out of aluminum extrusions and

stainless steel and possess eight readout cells. Each cell possesses a W-Au anode

wire in the center. The MDT system uses a CH4-CF4 (90-10 %) gas mixture and

the maximum drift time for tracks normal to the detector plane is about 40 ns.

The trigger scintillation counters help in triggering and identifying muons and
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thus rejecting background events. The stand-alone momentum resolution from

the forward muon system is 20 % for muon momentum below 40 GeV/c. This

system contributes significantly towards improving the momentum resolution for

muons with high momenta, especially in the region 1.6 ≤ η ≤ 2.0, i.e. those muons

which did not pass through all layers of the CFT. Figure 4.19 is a photograph of

the C-layer of muon trigger scintillation counters and Figure 4.20 shows the design

of the scintillation counter. Figure 4.21 is a cross-sectional view of a mini drift

tube.

Figure 4.19. Photograph of the C-layer of muon trigger scintillation
counters of the forward muon system
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Figure 4.20. Design of a scintillation counter for the forward muon
trigger system

The hit information from the MDTs and the drift times are sent to the trigger

and data acquisition system.

Scattered proton and antiproton fragments that interact with the end of the

calorimeter or beampipe or with the low-beta quadrupole magnets produce hits

in the central and forward muon systems, thus contributing to non-muon back-

grounds. Hence shielding in the form of iron, polyethylene and lead is provided

in a steel structure around the beampipe. Iron is used to absorb the EM and

hadronic components of the fragements due to its short interaction (16.8 cm) and

98



Figure 4.21. Cross-sectional view of a mini drift tube

radiation (1.76 cm) lengths. Polyethylene because of its high hydrogen content is

used to absorb the neutrons, while lead is used to absorb gamma rays.

4.3.9 Luminosity Monitor (LM)

The luminosity monitor is made up of 24 plastic wedge-shaped scintillating

counters with PMT readouts mounted on each one of the wedges. The monitors

are located at z = +-140 cm and very close to the beam pipe. They are mounted

infront of the two end calorimeters and occupy the radial space between the beam

pipe and Forward Preshower detectors. The counters are 15 cm long and they

provide coverage in the 2.7 ≤ η ≤ 4.4 region. Scintillation light produced by the

wedges are collected by the PMTs and are amplified by a factor of five by the

preamplifiers present in the PMTs. Analog sums are formed from these signals

for each of the two arrays and are fed into a Time-to-Digital-Converter (TDC) to

help identify pp̄ collisions. Figure 4.22 shows a schematic diagram for the position

of the luminosity detectors in the far forward regions.

The luminosity L is determined from the average number of inelastic collisions
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per beam crossing (NLM) as measured by the LM.

L = fNLM/σLM (4.2)

where f is the beam crossing frequency and σLM is the effective cross-section for

the LM that takes into account the acceptance and efficiency of the detector.

Since NLM is usually greater than one, it is important to account for the number

of multiple pp̄ collisions that occur in a single beam crossing. This is done by

noting the fraction of beam crossings that do not have any collisions and then

using Poisson statistics to determine NLM .

Figure 4.22. Schematic drawing showing the location of the luminosity
counters
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4.4 The Trigger System

The increased luminosity and higher interaction rate of the upgraded Tevatron

provides almost 1.7 million collisions per second at the center of the detectors. An

event is described as everything that occurs in the collision of a proton-antiproton

pair in the collider. However not every event is “interesting” from the perspective

of a physics analysis. Actually, only a few events out of the millions are considered

to possess interesting physics information and are deemed fit to be recorded on

tape. This ability to select interesting physics events and record them for future

off-line analyzes belongs to an enhanced trigger system at DØ.

This trigger system consists of three distinct levels, with each succeeding level

examining fewer events than the preceeding one, albeit in greater detail and with

more complexity. The first stage (Level 1 or L1) comprises of a collection of

hardware trigger elements, from the fast readouts of the different sub-detectors.

This can be likened to the formation of individual trigger objects such as hits from

tracks, energy deposits. The L1 has an output rate of about 2 kHz. If the object

is deemed interesting by the trigger, the relevant information is passed onto the

next trigger level. In technical terms this is referred to as a “L1 trigger accept”.

The second stage of the trigger (Level 2 or L2) receives the information from the

specific sub-detectors (L1) and a global processor here constructs a trigger decision

based on the individual trigger objects and the correlations between them. Thus

it moves one step closer to identifying the candidates as potential physics objects

such as tracks, electrons, jets, etc. The L2 trigger system reduces the trigger rate

by a factor of about two and has an accept rate of about 1 kHz. Upon receiving a

“L2 trigger accept”, the event information is sent onto the third and final stage,

Level 3 or L3. This stage is a high level fully programmable software trigger and
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performs a limited reconstruction of events, reducing a 1 kHz input rate to 50 Hz.

Level 3 contains a farm of microprocessors, where sophisticated object-specific

software algorithms (known as filter tools) generate candidate physics objects

or relations between them (such as the rapidity, azimuthal angle separating the

objects or invariant mass). The L3 trigger decisions are based on the complete

physics objects and their relationships. It then records the event information for

offline reconstruction and analyses. Figure 4.23 gives an overview of the DØ trigger

and data acquisition system.

Figure 4.23. Overview of the DØ trigger and data acquisition system

As evident the trigger system is integrated with the readout of data from the

detector. Each event that passes the trigger conditions of L1 and L2 is com-

pletely digitized and all of the data blocks for the event are transferred to a single

commodity processor in the L3 farm.

The trigger framework (TFW) is an essential part of the system and serves
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as a common interface for the different trigger levels and the data acquisition

system. It collects all digital information from each of the specific L1 trigger

devices and decides whether a particular event is worth a further examination.

In addition it coordinates various vetoes that can inhibit triggers, enables the

prescaling of triggers to reduce their rates, correlates the trigger and readout

functions, manages the communication tasks with the front-end electronics and

the trigger control computer (TCC) and accounts for trigger rates and deadtimes.

It makes extensive use of FPGA [98, 99] technology for implementing different

functions.

Since this analysis of the W mass makes use of the calorimeter for determining

the energy of the electrons and the tracker for matching the energy cluster to a

track, the calorimeter and track triggers have been discussed in a little more detail

here.

4.4.1 Calorimeter Triggers

The L1 calorimeter trigger (L1Cal) look for energy deposition patterns that

exceed the programmed limits on transverse energy deposits. The readout cells

of the calorimeter form readout towers (∆η × ∆φ= 0.2 × 0.2) and these form

the inputs to the L1 calorimeter trigger. These comprise of the sums of energy

in depth and transverse coordinates of fast analog pickoffs. The tower energies

are converted to ET on input, have the pedestals subtracted and energy scales

adjusted if necessary. Both the EM transverse energies and the total transverse

energies (EM + H) above a certain threshold are read out and used to form the

trigger.

At the L2 stage of the calorimeter trigger, the /ET algorithm calculates the
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vector sum ET from the individual trigger tower ET energies passed on from L1.

For this, the preprocessor system identifies jets, electrons or photons and calculates

the /ET of the event for the global processor.

The basic electron tool at L3 has requirements on ET , EM fraction (> 0.9),

transverse shower shape and simple
√

∆η2 + ∆φ2 = 0.25 jet cone. The position of

the primary vertex is of importance for the jet selection which is made on the basis

of ET . By utilizing a simple cone algorithm and suppressing the hot calorimeter

cells, the L3 jet tool is able to sharpen the turn-on curve to nearly 100% for both

jet and electron filters.

4.4.2 Central Track Triggers

The L1CTT reconstructs the trajectories of the charged particles using fast dis-

criminator data from the CFT and the central and forward preshower detectors.

Although the L1CTT is optimized for making fast L1 trigger decisions, its elec-

tronics also store other event information such as sorted list of tracks, preshower

clusters, for later readout to L2/L3 or for use as seeds by other DØ systems.

The input to the L1CTT are discriminator bits, generated every 132 ns from the

front-end electronics of the CFT system, the AFE boards. These bits are sent

over point-to-point low-voltage differential signal (LVDS) links to digital front-

end (DFE) boards. The discriminator bits pass through the mixer system [100]

which handles their data reorganization and duplication.

The L2CTT preprocessor receives its input from the L1CTT and L2STT. The

L2STT performs the online pattern recognition in the data readout from the

SMT. It utilizes the finer spatial resolution of the SMT to reconstruct the charged

particle tracks found in the CFT at Level 1. Hence it improves the momentum
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resolution of the tracks at the trigger level.

At L3, CFT track finding utilizes the x, y and φ positions of the fiber. Adjacent

hits are merged into clusters with their x, y and φ positions averaged. A global

(SMT + CFT) high-momentum-track finder starts from axial CFT tracks that

are matched to stereo clusters and then propagates them into the SMT. If the

CFT axial/stereo match fails, then the CFT-SMT match is done in x, y only.

In this way the L3 tracker makes an independent selection of individual charged

high-pT tracks. The algorithm with a 60 µm distance-of-closest-approach (DCA)

resolution for central tracks runs in less than 200 ms. Off-line studies of track-

matched electrons in a Z → e+e− data sample show a 60% overall efficiency.
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CHAPTER 5

THE MEASUREMENT STRATEGY

5.1 A Brief Introduction

In Chapter 1 we read that the leptonic decay modes of the W are usually

chosen for the purposes of analyses. This chapter contains more information

about the W → eν events, the production and decay modes of the W boson and

the choice of the leptonic decay mode for this measurement of MW . The kinematic

distributions of the W that contain its mass information are also described here.

The production and decay modes of the Z boson are similar to that of the W from

a kinematic point of view. Besides, the electrons from the Z → e+e− decay are

completely detected. Hence the Z → e+e− events are used as a control sample for

the W → eν mass analysis. The kinematics of the Z → e+e− events are described

here. A synopsis of the strategy adopted by the DØ W mass group and the main

features (and tools) of the strategy are also presented in this Chapter.

5.2 Kinematics of the W → eν Events

At the Tevatron the W bosons are mainly produced by the annihilation of

valence quarks and antiquarks. The annihilation and consequent production of

the vector boson (W or Z) can be viewed as being caused by a “hard scatter”

(head-on collision) between the quark and antiquark. Figure 5.1 shows a schematic
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diagram of a W event along with the kinematic quantities of the event.

u+ d̄→W+ (5.1a)

ū+ d→W− (5.1b)

If the quark or antiquark radiates a gluon before it annihilates (this is called

“initial-state gluon radiation”) it imparts a boost or momentum to the newly

created W boson, the transverse component of which is represented by pW
T . In

order to conserve momentum, the radiated gluon (parton) forms the recoil in

the direction opposite to the W boson. The W boson can also emit a photon

and continue on as a real (on-shell) or virtual (off-shell) W boson with some

momentum.

The Figure 5.1 shows a W → eν decay in the transverse plane of the detec-

tor. This plane is perpendicular to the beam line (z) of the detector. The W

boson decays into an electron and a neutrino. A hadronic recoil shown in the di-

rection opposite to the W , conserves transverse momentum. This recoil includes

the partons (undergo hadronization) emerging from the hard scatter, from the

interactions of the spectator quarks in the event and hadrons from the previous

beam crossings. The energy deposition from the electron and hadronic particles

are detected in the calorimeter. The neutrino leaves no signatures of interactions

in the calorimeter and hence its energy is termed as “missing energy”.

The W boson possesses both hadronic and leptonic modes of decay. These

are shown in Figure 5.2. The dominant hadronic modes yield the following decay

products:

W+ → c+ s̄ (5.2a)
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Figure 5.1. A schematic diagram of a W → eν decay

Figure 5.2. Dominant decay channels for W within SM
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W+ → u+ d̄ (5.2b)

The W− modes are charge conjugates of the above modes. The W+ → t + b̄

or W− → t̄ + b decay modes do not exist since the top quark, with a mass of

∼ 175 GeV, is much heavier than the W boson. Each hadronic mode is really

three individual modes, one for each color of the product quarks. The branching

fraction for the W into all the hadronic modes above is given simply by:

Γhadrons/Γ (W → hadrons) ∼ 6

9
= 66.67% (5.3a)

which is close to its PDG value of

Γhadrons/Γ (W → hadrons) = (67.96 ± 0.35)% (5.3b)

When decaying via the leptonic mode, the W+ (or W−) boson decays into the

charged antileptons (leptons) and their corresponding neutrinos (antineutrinos)

via:

W+ → l+ + νl (5.4a)

W− → l− + ν̄l (5.4b)

where l stands for any of the leptons (antileptons) e−(e+), µ−(µ+) and τ−(τ+).

Since leptons do not carry color the branching fraction for any of the leptonic

modes above can be approximated as:

Γl/Γ (W → lν) ∼ 1

9
= 11.11% (5.5a)
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which is close to its PDG value of

Γl/Γ (W → lν) = (10.68 ± 0.12)% (5.5b)

From the above numbers for the branching ratios, it is evident that hadronic decays

of the W are more probable than the ones involving leptons. However the leptonic

decay channels have very clear signatures when compared to the hadronic modes.

The hadronic decay modes of the W are hard to distinguish due to the presence of

other hadronic jets. Multijets arising from pp̄ collisions are also capable of faking

the hadronic decays from the W boson. The jets from the W boson events need to

be dissociated from those present from other sources. The charged leptons from

the W decay carry large momenta and are well isolated. The clean and relatively

easy detectability, coupled with minimal backgrounds make the leptonic decay

modes highly favored candidates for analyses involving the W boson at hadron

colliders, especially when it comes to precision measurements of its mass (MW ).

By design, the DØ calorimeter is well suited for measuring energies of particles

arising from the pp̄ collisions. It can provide an energy resolution of about 5% for

electrons at energies of 50 GeV, making the W → eν mode, a promising candidate

for study.

Thus this precision analysis probes the leptonic mode of the W decay, where

the W−(W+) decays into an electron (positron) and an antineutrino (neutrino).

The energy deposition from the electron is mainly contained in the EM calorimeter

whereas the energy of the neutrino contributes to the missing energy (/ET ) of the

event.

In the hard scatter that produces a vector boson event, the initial proton

and antiproton break up and the fragments hadronize. These hadronic particles
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recoil against the vector boson, so they’re directed opposite to the boson. Besides

this, interactions from the other particles present in the same or previous beam

crossings and calorimeter noise [101, 102] also contribute to the hadronic flux.

The “hadronic recoil” (denoted by ~uT ) is thus a collective term used for ev-

erything in the event except for the vector boson and its decay products. Hence

in a W (Z) event the recoil constitutes of all the particles recoiling against the W

(or Z) boson in order to conserve momentum. Thus at their point of production,

the net transverse momenta of the recoiling particles must balance the transverse

momentum of the vector boson (denoted by ~p W
T ), i.e.

~uT = −~p W
T (5.6)

Once the W boson decays into the electron and neutrino, the transverse momen-

tum of the W boson equals the vector sum of these decay products. From the

above relation, the W recoil can also be obtained from the sum of the decay

products. Hence,

~uT = −~p W
T = −(~p e

T + ~/ET ) (5.7)

5.3 Kinematic Distributions for Determining the Mass of the W

In pp̄ collisons, the exact longitudinal momenta of the colliding quarks is not

known. The DØ calorimeter has coverage up to |η| ≤ 4.2, but it does not have

complete coverage, especially in the area around and near the beampipe of the

detector. As a result an appreciable number of particles resulting from a pp̄

collision could escape undetected down the beampipe. This means that the energy

(momentum) of the neutrino which escapes undetected might not be measured

correctly, thus impacting the invariant mass of the W boson.

111



In order to avoid these pitfalls, the W mass is reconstructed on a plane that

is transverse to the beam direction. Momentum conservation allow us to obtain

precise measurements of the transverse momenta (energy) of the electron and

recoil in this plane. The neutrino momentum is inferred from the pT balance of

the event and is referred to as the “missing transverse energy” of the event. From

these measurements the “transverse mass” of the W boson is computed. In the

transverse plane, the pT balance is given by the following expression:

~p ν
T = − (~p e

T + ~p Recoil
T ) (5.8)

The transverse mass of the W can be constructed from the difference of its energies

and momenta and is given by the following expression:

mT =
√

(|Ee
T | + |Eν

T |)2 − (~p e
T + ~p ν

T )2 (5.9a)

which can be simplified to the following

mT =
√

2pe
Tp

ν
T (1 − cosφeν) (5.9b)

where pe
T and pν

T are the magnitudes of the transverse momenta of the electron

and neutrino respectively and cosφeν is the angle between the two.

It should be noted that the transverse mass of the W is analogous to its

invariant mass, M(e, ν).

M(e, ν) =
√

(|Ee| + |Eν|)2 − (~p e + ~p ν)2 (5.10)

It is obtained in the transverse momentum subspace where the laws of momentum
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Figure 5.3. mT and p e
T spectra for W boson for p W

T =0 (solid line), finite
p W

T (red dots) and with detector resolution (yellow)

conservation can be applied successfully.

Besides the transverse mass (mT ), the mass of the W can also be extracted

from the transverse momenta distributions of the electron (pe
T ) and neutrino (pν

T ).

Since the neutrino escapes undetected, its momentum is also known as the missing

energy denoted by /ET . The determination of MW depends on the two body nature

of the W decay, W → lνl. The kinematical Jacobian peak and sharp edge at the

value MW /2 is easily observed in the distributions of the transverse momentum

of either of the leptons. This “Jacobian edge” contains the mass information of

the W from its two-body decay [103].

The Jacobian peak in the pT distribution gets smeared out by the W width,

detector resolution effects and particularly by the effect of the finite transverse

momentum of the W boson (p W
T ). Figure 5.3 shows a transverse momentum dis-

tribution of the electron (p e
T ) for three different cases. The solid black histogram
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shows p e
T without any detector effects and for p W

T = 0. The red dots include

the effects of a finite p W
T while the shaded yellow histogram includes the effects

of detector resolutions. Evidently, p e
T is very sensitive to the transverse motion

of the W boson. Figure 5.3 also shows a distribution of the transverse mass of

the W . The solid black histogram shows mT without detector smearing and for

p W
T = 0. The red dots show the effects of adding a finite p W

T while the yellow

histogram includes the effects of detector resolutions. Evidently, mT is impacted

significantly by the effects of the detector.

Thus, a fit to the p e
T distribution provides a cross-check of the production

model for the W . The modeling of the p W
T is important because it has a big

impact on the p e
T distribution. On the other hand, the p ν

T distribution checks

how well the hadronic recoil has been modeled. Its reconstruction is sensitive to

the hadronic response and multiple interactions. The mT which is a combination

of the p e
T and p ν

T , is a relatively robust variable. It is not sensitive to the boost

of the W boson (p W
T ) to first order and is thus a complementary measurement to

those from the lepton pT distributions. Obtaining the W mass from these three

different distributions is a way to test the production models and the detector

modeling used.

5.4 Parameterized Monte-Carlo Simulation (PMCS)

Due to the complex interplay of the detector and kinematic effects, the shapes

of the above distributions cannot be predicted analytically. A standard procedure

for determining the mass of the W boson (MW ) involves comparing the distri-

butions of mT , p e
T or p ν

T taken from the collider data to the simulated template

distributions. Such high statistics templates are generated at different values of the
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electroweak parameter being measured (MW in this case), from a fast, parameter-

ized, Monte-Carlo simulated (PMCS) model of the detector. This parameterized

detector models the relevant observables from the real detector as accurately as

necessary with the help of parameters that are tuned to Z → e+e− data. Since

the effects of the real detector are modeled on the basis of parameters only, this

parameterized detector model works fast, enabling us to carry out extensive stud-

ies of the various aspects of this W mass analysis or make large sets of templates,

unlike a detailed simulation of the detector (e.g. GEANT) which would be very

slow for these purposes. This ability of the parameterized detector model has

earned it the nickname “FAST MC”, which will often be used to denote it in

this thesis. The FAST MC modeling of the detector will be described in greater

detail in Chapter 12 and in [104]. Since this is a Monte-Carlo based method, the

values of the kinematic variables (such as energy, momentum, mass, etc.), which

are generated by the MC and serve as input to the analysis procedure, are known.

These will be referred to as Etrue, ptrue, Mtrue, etc. in this thesis.

The Z → e+e− events serve as an excellent control sample for the W due to

the fact that the Z, with its two decay electrons, is a well-known and precisely-

measured resonance [105] in the detector. Its signature is very similar to that of

the W , with the second lepton being replaced by the neutrino for the W . Besides,

its mass of ∼ 90 GeV is pretty close to that of the W at ∼ 80 GeV.

The Z → e+e− events are also used for the inter-η calibration of the EM

calorimeter as described in Chapter 8.

An important thing to bear in mind is that since the Z → e+e− events are

used as a control sample for the W mass analysis, we are effectively measuring a

ratio of the W to Z masses in this analysis.
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5.5 Fitting Procedure

As mentioned above, the W mass is extracted by comparing the collider data

and FAST MC distributions of mT , pe
T and /ET . The FAST MC distributions

are a set of templates generated over a range of input values of MW in steps.

The background contributions to the W → eν signal are added to these simulated

distributions to help them resemble the actual distributions obtained from collider

data.

The method of comparison consists of computing a binned likelihood between

the two distributions. The likelihood is determined by calculating the product

of the Poisson probability for each bin of the distribution containing ni observed

events and expecting mi events. The probability is defined as:

L =
N
∏

i=1

e−mimni

i

ni

(5.11)

We take the logarithm of the likelihood and obtain:

−ln L =

N
∑

i=1

(−niln mi +mi + ln ni) (5.12)

With the help of MINUIT [106] we minimize -ln L and obtain the corresponding

W mass. The ±1σ error on the optimal value is obtained by varying -ln L by 0.5.

The fits are performed separately for each of the mT , pe
T and /ET distributions.

5.6 Kinematics of the Z → e+e− Events

Since we use the Z → e+e− events from collider data as a standard candle in

this analysis, both for calibrating the EM calorimeter and parameterizing several
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Figure 5.4. A schematic diagram of a Z → ee decay

systems of the FAST MC, it is important to familiarize ourselves with the Z boson,

its production and decay modes and some of the reconstructed variables that are

prominent and will often find mention in the subsequent sections here. Figure 5.4

represents a schematic of the Z boson decaying into its lepton-antilepton pair, in

this figure the electron and positron.

Like the W , the Z boson is also produced by the annihilation of the valence

quarks and antiquarks at the Tevatron. Initial state radiation from the colliding

quarks or the Z propagator itself can impart some transverse momentum to the

Z boson, referred to as pZ
T in the transverse plane.

u+ ū→ Z0 (5.13a)
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Figure 5.5. Possible decay channels for Z within SM

d+ d̄→ Z0 (5.13b)

The Z boson also possesses both hadronic and leptonic modes of decay. These

have been shown in Figure 5.5. However the coupling of the Z to the quarks and

leptons is not like that of the W (a universal V − A form). The Z vertex factor

is given as follows:

igz

2
γµ(cfV − cfAγ

5) (5.14)

where gz is the neutral coupling constant and the coefficients cf
V and cfA depend

on the particular quark or lepton (f) involved. In the Glashow-Weinberg-Salam

model, all these numbers are determined by a single fundamental parameter θW ,

called the “weak mixing angle” or Weinberg angle. These have been shown in

Table 5.1.

The branching ratios for the various decay modes of the Z can be computed

by taking into account their respective coupling factors, and they are different,

depending on the quark or lepton involved. Like the W , the Z does not decay
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TABLE 5.1

NEUTRAL & AXIAL VECTOR COUPLINGS IN THE SM

Quark/Lepton cfV cfA

νe,νµ, ντ
1
2

1
2

e−, µ−, τ− -1
2

+ 2 sin2 θW -1
2

u, c, t 1
2

- 4
3
sin2 θW

1
2

d, s, b -1
2

+ 2
3
sin2 θW -1

2

into the heavier top quark. Each hadronic mode can be considered to represent

three individual modes for each color of the product quark. The overall branching

ratio for the Z decay into all of its hadronic modes can be given by:

Γhadrons/Γ (Z → hadrons) ∼ 15

21
= 71.43% (5.15a)

obtained via a simple determination. This is quite close to its PDG value of

Γhadrons/Γ (Z → hadrons) = (69.91 ± 0.06)% (5.15b)

However if we look at some of the hadronic modes of the Z, the branching ratios

are given as follows:

Z → (uū+ cc̄)/2 (10.1 ± 1.1)% (5.16a)

Z → (dd̄+ ss̄+ bb̄)/3 (16.6 ± 0.6)% (5.16b)
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Z → cc̄ (11.76 ± 0.33)% (5.16c)

Z → bb̄ (15.14 ± 0.05)% (5.16d)

Evidently they are quite different. When decaying leptonically, the Z decays into

a lepton and an antilepton. This can be represented as:

Z → l+ + l− (5.17)

where l− stands for any of the leptons (e−, µ−, τ− or νe, νµ, ντ ) and l+ for the

corresponding antileptons.

Taking into account the couplings of the Z to leptons, the branching fraction

for the leptonic modes can also be determined. However from a simple calculation,

the branching ratio for the Z decaying into any of its leptonic modes can be given

by:

Γl/Γ (Z → l+l−) ∼ 1

21
= 4.76% (5.18a)

which again is reasonably close to its PDG value of

Γl/Γ (Z → l+l−) = (3.36 ± 0.0023)% (5.18b)

When making use of Z → e+e− events in collider data as a control sample for the

W events, some of the variables that are often used are similar to those of the W .

They are given below as follows:

1. The transverse momentum of the Z or the dielectron transverse momentum

~p ee
T = ~p e1

T + ~p e2
T (5.19)
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2. The transverse momentum of the hadronic recoil of the Z

~uT = −~p e1
T − ~p e2

T − ~/ET = ~p ee
T − ~/ET (5.20)

3. The reconstructed invariant mass of the Z boson

Mee =
√

2Ee1Ee2(1 − cosω) (5.21)

where ω is the opening angle between the two electrons.

5.7 GEANT (FULL) Monte-Carlo Analysis

The modus operandi for the W mass analysis adopted by the DØ W mass

group is to first perform a GEANT-based Monte Carlo measurement [104] be-

fore performing a measurement on actual collider data. Here a W → eν events

sample containing events generated using Monte-Carlo (e.g. PYTHIA) [107] and

processed through a full chain of the DØ detector simulation and reconstruction

software [108] is considered as the “data” sample. The use of Monte-Carlo signifies

that the input W mass value to the generated sample is known beforehand. We

go through the entire rigmarole of the W mass analysis, checking for compatibility

between the expected and the obtained results at each step. Finally the obtained

W mass from this analysis should be within reasonable agreement of the initial

(MW ) input.

Because of the detailed (or full) detector geometry involved with the GEANT3-

based Monte-Carlo simulation, this sample is also nicknamed as the “FULL MC”

and will be referred to as such, throughout this thesis, henceforth.

The MC measurement serves as a good warm-up exercise, testing out the
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functionality, accuracy and performance of the various tools and procedures that

have been developed by the group, for the analysis. The FULL MC analysis will

be described in greater detail in Chapter 17.

5.8 A Blind Analysis

The actual W mass measurement with the collider data has been performed

as a “blind analysis” [109]. This is a standard technique adopted by analyzers to

avoid any bias towards a previously measured value or a statistical pattern from

previous measurements. The central values are deliberately hidden from analyzers

and reviewers until the analysis has gained approval. In this case it was done

by inserting a recoverable but randomly generated offset in the fitting package

(wz fitter) [110] that provides the fitted mass (MW ) values by comparing the

data and templates. The random offset was generated in an interval [-2,2] GeV

around the true MW value of 80.450 GeV. The introduction of this offset reports

true differences between the different mass fits, thus allowing for systematic studies

to be conducted but the central values are hidden until the last stage of approval.
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CHAPTER 6

INTRODUCTION TO BASIC CALORIMETRY

6.1 A Brief Introduction

Since this measurement of the W mass involves measuring the energy of the

electron (W → eν) from the W , the calorimeter is an important subdetector for

this measurement. The next few chapters detail the use of a calorimeter for this

aspect of the measurement. They deal with a description of the behavior of a

particle inside a calorimeter, how this information is put to use for tracking down

the particle and how the calorimeter is made to function in the best effective way

possible, for the above purpose.

This chapter outlines the physics behind the operation of an ideal calorimeter.

Here we look at some of the main processes by which particles interact in the

calorimeter with the consequent signatures (profiles) that help us identify the

particle. Chapter 7 discusses how these profiles are employed for reconstructing

and identifying the particles successfully. Chapter 8 describes the settings and

corrections needed by the real DØ calorimeter in order to understand its response

to the incident particles, so that it stands optimized for the energy measurements.

Calorimetry refers to the destructive detection of the energy of an incident

particle. Most (if not all) of the energy of the particle, charged or neutral, is ab-

sorbed in a detecting medium, thus recording its energy. In addition, the momenta
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of charged particles are also measured by means of their curvatures, while pass-

ing through the magnetic fields of tracking detectors. These track measurements

are often helpful in identifying the particles along with their energy depositions

in the calorimeter. Using the coalesced information from one or more detectors,

thus helps in cleaning up the backgrounds present, especially in studies of rare

processes.

Calorimetry is useful in measuring all energy, even of those particles that

are neutral and thus invisible to tracking detectors, such as photons (γ), K0
L

and neutrons. It mainly involves the calorimetric measurements of the electro-

magnetic (electrons, photons) and hadronic (mesons, baryons) particles. Hence

most calorimeters used in particle physics experiments fall into two broad cat-

egories, electromagnetic and hadronic calorimeters. Particles such as electrons

and photons interact electromagnetically, via Bremsstrahlung (e → eγ) and pair

production (γ → e+e−). Thus they lose most of their energy and form EM “show-

ers” in the electromagnetic sections of the calorimeter, via these two processes.

Hadronic particles such as protons, pions and kaons interact via strong interac-

tions of the nuclei. They deposit their energy in the form of hadronic showers in

the hadronic sections of the calorimeter. For more details on calorimetry please

refer to [2, 111, 112].

6.2 Bremsstrahlung by Accelerated Charged Particles

Bremsstrahlung (braking radiation) is the emission of photons by charged par-

ticles being accelerated or decelerated in the Coulomb field of a nucleus 6.1. In

the rest frame of the charged particle, the electric field of the incoming nucleus

(Ze) can be visualized as a distribution of soft photons [113–115] that will Thom-
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son scatter [112] off the projectile (i.e. charged particle). The Bremsstrahlung

cross section, σB, is thus described as the Thomson scattering, σT , of the soft vir-

tual photons, Nγ, that describe the coherent field of the nucleus off the projectile

charge. Thus,

dσB

dω
∼ Z2dNγ

dω
σT (6.1a)

dσB

dω
∼ (Z2α)

ω
(αλp)

2[ln( )] (6.1b)

Here the Compton wavelength λp is the wavelength of the projectile (λp = ~/mpc).

Figure 6.1. Feynman diagram for Bremsstrahlung in the field of a
nucleus

Since the Bremsstrahlung cross section σB ∼ [Z2α3/m2]ln( ), we notice that it

is numerically larger (σB ∼ Z2[0.58 mb]) than the typical hadronic cross section

given below by equation 6.10.
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The total emitted energy or radiative energy loss, dE, is obtained by integrat-

ing the Bremsstrahlung distribution over all frequencies and weight by the energy

of the emitted photon. Thus,

dE ∼
∫ E

0

(~ω)(
N0ρ dx

A
)(
dσB

dω
)dω (6.2)

The fractional energy loss per path length, ρ dx (in g/cm2), is given by 1
E

( dE
ρ dx

)

and it also represents the radiative mean free path for emitting Bremsstrahlung

radiation, X0, or simply put, the radiation length.

1

E
(
dE

ρ dx
) =

1

X0
, E(x) = E(0)e−(ρx/X0) (6.3)

From equation 6.2, dE ∼ (Z2α)(αλ)2(N0ρ dx/A)E, and the radiation length is

given by,

X−1
0 =

16

3
(
N0

A
)(Z2α)(αλp)

2[ln( )] (6.4a)

∼ (Z/A)Z ∼ Z (6.4b)

A reasonable representation of the numerical value in g/cm2 is given as,

X0(g/cm
2) = 180(

A

Z2
) (6.5)

The radiation length can also be expressed in units of length (cm) if the value

of X0 obtained from the above equation is divided by the density of the material

involved. Thus the radiation length for lead is 6.37 g/cm2 or 0.56 cm. The depth

(t) in the material is expressed in units of the radiation length as follows:

t = x/X0 (6.6)
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Since the radiation length for Bremsstrahlung dependent processes decreases as

1/Z2, heavier metals like Pb can be used for shielding against the photons. Be-

sides, we see that the radiation length varies as the mass of the projectile (λp =

~/mpc). Thus electrons will radiate more easily than muons which are 200 times

heavier, even though the muons couple in the same way as the electrons. Since

the forces acting upon the electrons and muons are the same, the acceleration ex-

perienced by the two, due to these radiative processes are quite different. Muons

ionize and ‘range out’ of an electromagnetic calorimeter. They do not shower and

deposit much energy in it.

The critical energy, Ec, is also vital for describing the energy loss mechanism for

electrons. It is defined as that energy above which radiative processes dominate.

The electron energy is often defined in units of the critical energy. Thus,

dE

dx
∼ −Ec

X0
(6.7a)

Ec ∼ [550MeV ]/Z (6.7b)

y = E/Ec (6.7c)

Thus the critical energy has a 1/Z dependence. In Uranium the radiation length

is 0.32 cm, the critical energy is about 6 MeV and the minimum ionization loss

(dE
dx
|min) is 1.082 MeV

g/cm2 . For lead the dE
dx
|min is 1.13 MeV

g/cm2 .

6.3 Pair Production by Energetic Photons

The phenomenon of pair production by photons is shown in Figure 6.2. The

Feynman diagrams of Bremsstrahlung and photon pair conversion are very similar
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and their cross sections are almost equal :

σpair =
7

9
σB (6.8)

The process of pair production can be likened to the isotropic “decay” of a virtual

photon of some non-zero mass or a “virtual mass” (‘mγ ’ > 2me). This virtual

mass is acquired by the interaction with a nuclear Coulomb field to produce the

electron-positron pair. The opening angle for the e+e− pair is approximately given

by the ratio of the mass to the energy of the electron (∼me/Ee). Thus the opening

angle can be very small initially. It increases gradually due to the opposite sense

of rotation of the electron and positron momenta in the magnetic field [112].

Figure 6.2. Feynman diagram for γ pair production in the field of a
nucleus

Thus in electromagnetic calorimetry, an electromagnetic cascade develops. An
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accelerated or decelerated electron emits photons due to Bremsstrahlung. If these

photons are sufficiently energetic they pair-produce into electrons and positrons,

which in turn make more Bremsstrahlung photons. This results in a shower of

particles with reducing energy in the calorimeter. A sufficiently dense material

such as lead or uranium is capable of absorbing these particles. An active medium

such as liquid argon placed in the vicinity of the absorber material is ionized by

these particles passing through it. When instrumented it yields a measurement

of their energy. Details of the techniques used by calorimeters for obtaining the

energies of incident particles are given in Section 6.4.1.

In hadronic interactions the charged particles interact with the nucleus by way

of strong interactions. If the protons and neutrons can be thought of as spherical

objects with a size of the order of the Compton wavelength of a proton (λp),

packed together inside a nucleus of volume V, the size of the nucleus given by aN

and

V = 4π/3a3
N = A 4π/3λ3

p (6.9)

Hence aN ∼ λp A1/3 .

The geometrical interpretation of the cross section of interaction with a nucleus

is given by:

σN ∼ πa2
N ∼ A2/3 (6.10)

Thus the mean free path for a nuclear interaction 〈L〉, in g/cm2 units scales as

A1/3 and from here the nuclear interaction length (λ1) can be derived to be

λ1 ∼ (35)A1/3 g/cm2 (6.11)

The depth in the material (ν) is expressed in terms of the nuclear interaction
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lengths, λ1, and is given by :

ν = x/λ1 (6.12)

In materials such as uranium, the radiation length is ∼ 0.32 cm (6.0 g/cm2) and the

nuclear interaction length is ∼ 10.5 cm (200 g/cm2). Thus the interaction length is

at least 30 times greater than the radiative length. Therefore if a photon is incident

on an electromagnetic calorimeter that is 20 X0 deep, it will be almost totally

absorbed. However the probability of a hadronic interaction to occur is only about

48 %. Those that do interact create a cascade occupying several λ1 in depth. Thus

electromagnetic and hadronic showers differ in their longitudinal development and

transverse sizes, the former deposit their energy before the hadronic showers. This

difference is exploited in the electromagnetic and hadronic calorimeters that are

used for identifying electrons, photons and hadrons on the basis of the showers

produced by them in the dense material of these calorimeters.

6.4 Showering in the Electromagnetic Calorimeter

The processes of Bremsstrahlung and pair production lead to a runaway show-

ering process for the incident electron or photon inside the calorimeter, leading

to a rapid, geometric, increase in the number of particles with depth. The energy

of the secondary particles being created are subsequently lower than their parent

particles and the “cascade” process stops when the secondary particles are not

energetic enough to multiply. At this point, the shower is said to have the max-

imum number of particles, Nmax and is of maximum depth, tmax. Beyond this

range of shower maximum, the electrons die out due to ionization range out and

the photons die away by Compton scattering and photoelectric absorption.

A simple schematic view of an electromagnetic shower is shown in Figure 6.3.
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The mean energy of the photon emerging from Bremsstrahlung or the electron

or positron emerging from pair production is assigned to be half of the energy

of the parent particle, as the energy spectrum of the decay products is basically

uniform from zero to the energy of the parent particle. For purposes of simplicity,

the fluctuations both at the interaction points and in the secondary energies are

ignored.

Figure 6.3. Schematic view of the development of an EM shower

Let us consider a particle with energy E decaying into massless particles. Since

the number of particles, N(t), in the cascade grows geometrically with the depth

(t) of the cascade, the energy and number of particles can be expressed as a
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function of depth in the following way:

e(t) = E/2t = E/N(t) (6.13)

N(t) = 2t (6.14)

The showering processes causing the multiplication of particles go on until the

mean energy of the particles in the cascade reach the critical energy (Ec). This

energy, Ec is defined as the energy above which the radiative processes dominate.

As the energy falls below the critical energy, the multiplicative processes stop and

the cascade dies off. Hence

Ec = E/2tmax = ε(tmax) = yE MeV (6.15)

where y = E/Ec is the scaled incident energy. From here we see that tmax ∼ ln

y ∼ ln(E/Ec) ∼ ln(ZE) since the critical energy Ec has a 1/Z dependence. Thus

the depth of the location of the shower maximum in units of radiation length is

partially dependent on the material used for making the calorimeter.

Nmax ∼ E/Ec = N(tmax) = y (6.16)

Thus for example, a 3.2 GeV shower in Pb has a shower maximum at a depth of

tmax=6. There are about 400 particles in the cascade at the shower maximum.

6.4.1 Types of Calorimeters - Sampling and “Fully Active”

The two main types of calorimeters that are used for measuring the energies

of incident particles are the sampling and the “fully active” calorimeters. Since
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the DØ calorimeter is a sampling calorimeter, let us look into this type first. In a

sampling calorimeter, the high Z absorber plates usually made of materials such

as lead or uranium are interspersed with layers made of a low Z material such as

scintillator plastic or liquid argon. The two different kinds of layers being used

lead to the calorimeter being called a “non-homogeneous” calorimeter. The shower

develops in the inert layers of the absorber medium where most of the energy is

lost. The shower energy is detected (or sampled) in the active layers of the low

Z material. The small fraction of energy sampled should be proportional to the

total energy that is absorbed in the inert layers.

If the high Z absorber plates are of thickness > X0 (radiation length of the

material), the shower evolves rapidly and there is no correlation between the

consecutive active layers of sampling. Thus the total number of particles traversing

the active layers, Ns, is the total number in the shower. This can be obtained

from the total path length, L, divided by the thickness of the inert layers, ∆t,

placed between the active layers. Thus,

Ns = L/∆t ∼ (E/Ec)/∆t (6.17)

The error due to fluctuations in the fraction of energy that appears in the active

sampling layers, δE, should be the fluctuation in the total number of sampled par-

ticles, Ns. Thus the energy resolution of a sampling calorimeter has a “stochastic

coefficient” term (also called sampling term), asamp. This stochastic term depends

on the thickness of the inert plates and thus scales as
√

∆t. If the plates become

very thick, the sampled energy is not a good representation of the full shower
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energy and the fluctuations increase.

(
dE

E
)samp = 1/

√

Ns ≡ asamp/
√
E (6.18)

Since Nmax ∼ E/Ec, a lower critical energy means more shower particles (Ns),

which implies a smaller stochastic term.

Also, the energy deposited by ionization, ∆E, when going through a plate of

thickness ∆t at the critical energy Ec is simply Ec∆t. Hence

asamp ∼
√

Ec∆t ∼
√

∆E (6.19)

The other broad category of calorimeters are those which are “fully active” and

consequently possess very fine sampling. Here the shower developing medium

is itself active and is usually made up of crystals such as BGO, lead tungstate

(PbWO4) or lead glass. The uniform composition and transparency of the crystals

used lead to it being called a “homogeneous” calorimeter.

In this type of calorimetry, multiple scattering of the shower particles becomes

important as their numbers increase and their energy slowly decreases to the

critical energy Ec at shower maximum. As a result, the scattering angle may

become very large since Ec becomes comparable to the scattering energy Es=21

MeV. This would cause the path length to exceed the usual one dimensional path

length at normal incidence, deltat, since particles traverse the sampling layers at

finite angles. A rough estimate of the increase is given by

∆t → ∆t/〈cos θMS〉 (6.20a)

θMS ∼ (Es/Ec)
√

∆t ∼ 1 (6.20b)
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The effects due to changes with the fine sampling and multiple scattering are incor-

porated into a theoretically motivated phenomenological formula for the sampling

coefficient asamp.

asamp ∼
[

(1 −W )

(

∆E + δE

〈cos θMS〉

)
1−W

2

]

(6.21)

Here W = δE/(δE + ∆E) is the ratio of the sampled energy to the total energy

lost in a layer. As the parameter W → 0 we are ignoring the effects of the active

sampling layers and we notice that the equation 6.21 collapses to equation 6.19,

appropriate for a sampling calorimeter. For a fully active and perfect calorimeter

W → 1 and asamp → 0. However this is an unrealistisc situation because even

though the stochastic errors might become negligible, other sources of error such

as ionization fluctuations start to contribute.

6.4.2 Longitudinal Development of a Shower

The “total path length”, L, for all generations in the shower is obtained by

summing over the distance travelled by all the particles. Assuming that each

particle in the shower travels a X0 in depth before interacting, the total path

length is given by,

L ∼ X0

tmax
∑

i=1

N(t) (6.22a)

L

X0
∼

∫ Nmax

0

N(t)dt ∼
∫ tmax

0

2tdt (6.22b)

∼ (E/Ec)/ln2 = Nmax[ln2] (6.22c)

Thus L ∼ X0Nmax and the result can be visualized as the Nmax particles of the last

“generation” travelling the final one radiation length of material (X0) in depth

before ranging out and loosing energy (Ec) to ionization.
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6.4.3 Transverse Development of a Shower

The transverse momentum scale is defined by the physics of the atomic elec-

trons that shower inside the calorimeter. The characteristic transverse momentum

in these collisons is the mass of the electron, me. In the early stages of a shower

development, the transverse angles are only a few mrad, θ ∼ me/ε ∼ 0.51 mrad

at ε=1GeV. However as the shower progresses the energy of the cascading parti-

cles softens, as the energy is shared between the particles newly produced. Now

the shower becomes more isotropic more rapidly,

〈pT 〉 ∼ me (6.23)

〈θ〉 ∼ me/ε(t) (6.24)

Since the energy of the particles at a depth ‘t’ defines the angle, at shower maxi-

mum (SM), the typical energy is the critical energy so that the typical angle of a

particle at shower maximum is given by

〈θ〉SM ∼ me/Ec (6.25)

In lead, the pair production angle at shower maximum is about 4◦. However

the transverse shower development is guided more by the processes of multiple

scattering than finite production angles, since Es >> me. Thus the transverse

momentum of a particle of energy Es, from multiple scattering at a depth t is

given by

〈pT 〉MS ∼ Es

√
t,

√
t ≡ 1 (6.26)
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Thus the multiple scattering angle at shower maximum is given by:

〈θ〉MS
SM ∼ Es/Ec (6.27)

The transverse size of a showering particle is usually described in terms of the

Moliere radius (rM), which can be conceptualized as the transverse distance trav-

elled by a particle at the critical energy while traversing the final radiation length

(X0) before dying off. Hence

rM ∼ EsX0/Ec = 〈θ〉MS
SMX0 (6.28a)

rM ∼ 7(A/Z) g/cm2 (6.28b)

Thus the Moliere radius depends on the multiple scattering energy Es, the critical

energy Ec and the radiation length X0. For most of the elements where A ∼ 2Z,

the Moliere radius is about 14 g/cm2. 90 % of the energy of a shower is contained

within about 1 Moliere radius while 95 % is contained within about 2 Moliere

radii, which is about 3.0 cm in lead.

6.4.4 Linearity and Resolution of a Calorimeter

Fluctuations in the shower development lead to fluctuations in the number of

particles in the shower. The path length also exhibits fluctuations since cascad-

ing is a random process. The fluctuation in the number of particles goes as dN

∼
√
N . The measurement of energy by the calorimeter contains a “stochastic

term” due to these fluctuations and consequently the fractional error in the energy

measurements (energy resolution) of the calorimeter varies as 1/
√
E
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Since Nmax = E/Ec, we have

dE/E ∼ 1/
√
E ∼ dN/N (6.29)

The energy resolution of a sampling calorimeter is typically expressed by the

following equation:

σE

E
=

√

C2 +
S2

E
+
N2

E2
(6.30)

The term σE

E
represents the fractional energy resolution. The noise term (NEM)

accounts for the electronics noise, latent radioactivity from Uranium and the un-

derlying events in the calorimeter. It becomes an insignificant contributor at

higher energies due to its 1/E2 dependence. The constant term (CEM) incorpo-

rates the effects of imperfections in the relative channel-to-channel calibrations of

the calorimeter. Since this term is independent of energy, it dominates at high

energies. The sampling term (SEM) accounts for the fact that we sample only a

fraction of the total energy (signal) from the calorimeter. The effects of fluctua-

tions in the shower development due to the material in front of the calorimeter

are also included in this term. At high electron energies the contribution from the

sampling term is suppressed due to its 1/E behavior. Details on the calorimeter

resolution are presented in the Chapter 14

This dependence of the energy resolution can be sharply contrasted with that

of tracking devices where the fractional error dp/p ∼ p. The momentum resolution

degrades linearly with momentum in a tracking device of fixed length, whereas

the energy resolution of a calorimeter actually improves with increase of energy.
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CHAPTER 7

RECONSTRUCTING THE EM CLUSTERS AND TRACKS

7.1 A Brief Introduction

Since this analysis of the W mass involves the leptonic decay channels (W →

e−ν̄ or W → e+ν) of the W boson, a precise reconstruction of the electron

(positron) from the signals in the detectors is very important here. The elec-

tron is identified by means of its energy deposit (cluster) in the calorimeter and

a corresponding track in the tracker which points to the energy cluster. Thus the

electron reconstruction comprises the reconstruction of the energy cluster and the

track. This chapter describes how the energy deposits and track signatures are

reconstructed so as to represent the depositions of these single particles.

7.2 Energy Reconstruction in the Calorimeter

The clustering algorithm for finding and identifying electromagnetic showers

is used by the reconstruction procedure of the DØ experiment. Here a cluster

(list) of the EM readout towers possessing significant energy are chosen, with

the tower possessing the maximum energy acting as the “seed” for the clustering

process. The energy of an EM readout tower is obtained by summing up the

energy contributions of the calorimeter readout cells from the four EM layers and

the frist FH layer contained within a 0.1 × 0.1 dimension in ∆η × ∆φ. With
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the seed tower as the center of the cluster, the algorithm looks at the energies

of all the neighboring readout towers and sums up their energies while forming

the energy of the cluster. This process continues till the region is depleted of

neighbors whose tower energies are above the threshold of ∼ 50 MeV. The energy

of the reconstructed cluster has to be above 1.5 GeV for it to escape rejection.

Besides the cluster is required to pass some inital, rather crude selection criteria

imposed in the early stages of the reconstruction program.

During the reconstruction procedure individual layer weights are assigned to

the energy readout from the different layers, in an effort to compensate partially

for the energy lost in the dead material. Higher weights are assigned to the early

layers (EM1 and EM2) since most of the energy deposition takes place here. These

layer weights are derived from GEANT (FULL MC) simulation and new weights

have been derived using Run II Monte Carlo before taking data. These weights

are very different from those used in Run I due to the fact that even though the

DØ calorimeter has remain unchanged between the runs, the readout timing is

very different (from 2.2 µs in Run I to 450 ns in RunII) and the material infront of

the calorimeter has increased significantly. Table 7.1 gives the approximate layer

weights that are used for the energy reconstruction.

The two variables of EM fraction and isolation are used as the main criteria

for identifying electromagnetic candidates. The EM fraction fEM , is defined as

the ratio of the energy contained only in the EM layers to the total energy of the

cluster and is required to be above 0.9 for the cluster to be identified as an EM

cluster. The isolation variable fiso, is a measure of how well isolated the cluster
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TABLE 7.1

INDIVIDUAL LAYER WEIGHTS USED FOR ENERGY

RECONSTRUCTION

Layer Depth (X0) Weight (a.u.) Weight/X0

EM1 2.0 31.199 15.6

EM2 2.0 9.399 4.7

EM3 6.8 25.716 3.8

EM4 9.1 28.033 3.1

FH1 ≈ 40 24.885 ≈ 0.6

is from other objects such as hadronic jets. It is defined as:

fiso =
Econe − Ecore

Ecore
(7.1)

Here Econe is the total energy of the readout towers summed over the four EM

and first FH layers. The towers lie within a cone of radius R =
√

∆η2 + ∆φ2

= 0.4, around the center of a cluster in the η-φ space. The cluster is centered

on the tower with the highest transverse energy. Ecore is the total energy of the

readout towers within a cone of radius R=0.2, summed over the four EM layers

only. Figure 7.1 is a pictorial representation of the energy variables that help

define the isolation for an EM cluster.

The isolation variable is also a measure of how deep and narrow a cluster

is. Small values of isolation point to the fact that a large amount of energy is

concentrated in a narrow region of the EM cluster and is likely to be deposited
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Figure 7.1. Defining the isolation of an EM cluster

by an electron or a photon. Hence an initial threshold of 0.2 is required for the

cluster to satisfy the isolation criterion at the reconstruction level. Later on in

the analysis this cut is tightened to 0.15.

Since charged hadrons deposit less than 10 % of their energy in the EM

calorimeter and the electrons from W and Z boson decays tend to be well iso-

lated from other particles, the variables of fEM and fiso prove to be powerful dis-

criminants aimed at distinguishing between electromagnetic objects and hadronic

jets.

Besides the EM fraction and isolation discriminants, the shape of an electron

shower is also tested to see how well it compares to that expected for a typical

electromagnetic shower. This is done with the help of a multi-variate tool called
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the H-matrix. This H-matrix is the inverse of the covariance matrix that is built

up using the following seven variables - the fractional energies in the four EM

layers, shower width in the eta direction, the logarithm of the cluster energy and

the position of the primary vertex. The seven dimensional covariance matrix

is built up with all this information obtained from the detailed simulations of

electromagnetic showers using the GEANT based Monte Carlo.

A cluster that passes all the default thresholds in the initial stages of selection

is subject to the final stage of reconstruction. At this stage various quantities that

describe cluster properties, such as cluster energy, cluster pT , η, φ, are computed

and stored.

The electron energy is obtained by summing over the energies of all EM towers

within a window of 0.5 × 0.5 in the η − φ space (5 × 5 towers), in the central

region (CC) or within a cone of radius 10 cm in EM3 in the end-cap regions (EC)

of the calorimeter. Both these regions are centered on the tower that registers the

highest fraction of the electron energy. The centroid of the calorimeter shower is

determined from a log-energy-weighted algorithm. The energy depositions in the

third EM layer, EM3, are used to compute the weighted means of the positions

~xi of the cell centers.

~xcluster =

∑

i ωi~xi
∑

i ωi

(7.2)

The weights are given by

ωi = max(0, ω0 + log(Ei/E(e))) (7.3)

where Ei is the energy in cell i, ω0 is a parameter that depends on ηe and E(e),

the pseudorapidity and energy of the electron. The algorithm is calibrated using
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electrons from GEANT based MC simulations. If an electron cluster is found to

have a matched track, then the direction of the track is assigned to the direction

of the electron. If the cluster cannot be matched to a track, then the positions of

the calorimeter centroid and the primary vertex are used to derive a direction for

the electron cluster. The momentum of the electron is given by:

~pe = E(e)













sin θ(e) cosφ(e)

sin θ(e) sinφ(e)

cos θ(e)













(7.4)

The transverse momentum of the electron is given by pT (e) = ET (e) = E(e) sin θ(e)

7.3 Track and Vertex Reconstruction from the Tracker

Trajectories of charged particles are reconstructed from the hit information

that is available from the SMT and CFT. The tracks are then used to find the

primary event vertices and also the displaced secondary vertices for some long-

lived particles such as b-quarks, K0
S, D and λs mesons that have finite decay

lengths.

The hits are first subject to the pattern-recognition procedure that searches

through all the possible combinations of hit patterns, as predicted by the GEANT-

based MC simulations, in order to find the pattern that matches the data best.

This pattern search is done in parts, it starts with the outermost layers of the

tracking detectors and works its way outside in, step 1 considers the 2 outermost

layers, step 2 looks at hits in the next 2 outer layers lying inside the ones that

were looked at in step 1 and step 3 looks at the 4 inner layers. This way the search

at each step is narrower due to the previous search results and results in quick
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decisions. After the pattern-recognition algorithms finish working, they yield a

complete set of track candidates.

The next major step in the track-finding algorithm is the implementation of the

Kalman fitting technique. The use of the Kalman fitter for track-finding and fitting

with the DØ Run II tracker is part of the trf software package [116]. This fitting

algorithm is an elegant and simple way of solving the mathematical problem of

determining the optimal track parameters with errors, from a set of measurements,

on any surface. It starts with an inital guess or a partially reconstructed track

and extends the track by including additional measurements. In essence, the

track parameters and error matrix from one set of measurements is propagated to

the surface of the next set of measurements, thus creating a prediction for that

surface. The predictions can be used as a filter, to help the pattern-recognition

in the selection of new measurements of the track candidates. These predictions

alongwith the actual measurements of the new surface are used to produce an

improved or “filtered” estimate of the track parameters and errors on that surface.

This continues until an optimal estimate of the track parameters with the errors

is obtained on the surface of the final measurement. The Kalman fitter works well

with the addition of several sets of measurements and the track parameters are

well determined to form gobal track candidates.

The method used for the vertex fitting is based on the Kalman Filter algo-

rithm [117] but uses a fast global least squares fit instead of a recursive approach.

The primary vertex is the point of interaction of the proton-antiproton in a hard

scatter event when the two beam bunches collide with each other. As we know, the

positions of these pp̄ interactions are distributed along the z direction according

to a Gaussian distribution with a width of ∼ 25 cm. In the transverse plane, the
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beam is only about 30 µm wide in x and y. The primary vertex identification con-

sists of two steps - reconstruction of all interactions in a given event and selection

of the hard scatter primary vertex. All suitable primary vertices in an event are

obtained via the Impact Parameter Primary Vertex algorithm. This can also be

called the “tear-down” procedure for determining the primary vertex of an event.

Here all the selected tracks are fitted to a common vertex and the χ2 contribution

of each track to the vertex is computed. The track that is furthest from the vertex

(highest χ2) is dropped from the selection while the remaining tracks are refit for

a new common vertex. This process is reiterated until the χ2/dof is < 10 at the

vertex. After a vertex has been found the whole procedure of finding another

common vertex is repeated with the remainder of the tracks in the event, until no

more tracks can be vertexed.

The selection of the hard scatter event vertex is based on a probabilistic

approach described in detail in [117]. Based on the momentum (pT ) differ-

ence of tracks from hard and minimum-bias interactions, a track minimum-bias

(MB) probability is built by integrating over the track momenta distribution from

minimum-bias events from a given track pT to infinity. This parameter is the

probability for a track from the minimum-bias event to be reconstructed with a

momentum pT or higher. For each vertex, the individual track MB probabilities

are combined to yield a “vertex MB probability”. The vertex with the smallest

MB probability is chosen as the hard scatter primary vertex of the event.

The search for the secondary vertices consists of four steps, track-based jet

reconstruction, track selection, vertex finding and vertex selection. The recon-

struction of track-based jets helps to keep the secondary vertex finding algorithm

free from biases due to calorimeter reconstruction. Track-based jets exploit the 3-
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dimensional capabilities of the tracking detector to obtain 3D jets and are usually

not affected by noisy jets or calorimeter-tracker misalignments. For each recon-

structed track-jet, a set of displaced tracks is selected based on the significance of

the impact parameter (S = dca/σ(dca)).

For every track-based jet with at least two selected tracks, attempts are made

to find a secondary vertex from the tracks. Two complementary methods are

used, the first is the “tear-down” procedure which has been described in the

section above on finding primary vertices. The other is known as the “build-up”

algorithm which starts finding seed vertices by fitting all combinations of pairs of

selected tracks in jets. It then attempts to associate more tracks with the seeds

based on a χ2 contribution to the vertex until no more tracks can be associated

with the seeds. This procedure often results in vertices sharing tracks. The “tear-

down” method has a higher level of purity but lower efficiency than the “build-up”

method of finding secondary vertices.
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CHAPTER 8

CALIBRATING THE CALORIMETER AND TRACKER

8.1 A Brief Introduction

An accurate reconstruction of the electron energy is critical to theW mass mea-

surement. We have read about some of the operational principles of a calorimeter

in Chapter 6 and reconstruction of the electron signature from the calorimeter

readouts in Chapter 7. We now read about how the DØ calorimeter is set up

for an optimal measurement of the energies of the particles that are incident on

it. This ensures that the response of the calorimeter to the particles is optimized

uniformly as a function of the calorimeter dimensions of η and φ. This is referred

to as “calibrating” the calorimeter for the energy measurements.

As we have read in Chapter 4, the readout of the calorimeter is in the form

of digitized signals that are proportional to the energy deposits of each cell. This

ADC signal is first corrected by applying the gain- and pedestal-corrections [118]

to it and then converted to its correponding energy value by applying a series of

calibration factors to it. These calibration factors are a combination of an overall

calibration which determines the absolute energy scale and the use of individual

layer weights which correct for energy lost in the dead material in front of the

calorimeter (will be discussed in Chapter 9). We discuss both these calibrations

in detail in this chapter.
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The DØ calorimeter is fine-grained and has 32 azimuthal segments. Physical

and electronic non-uniformities of the calorimeter can affect its readout in a way

that disables an accurate energy measurement of the signatures of a W or Z event.

The mechanical non-uniformities such as mis-alignment, granularity, etc. increase

the energy resolution of the partons in the calorimeter. This effect is indicated by

the “constant term” in the standard expression (Chapter 14) used for the energy

resolution of the calorimeter and is independent of the incident energy. Hence for

high energy electrons, this term dominates their energy resolution. Miscalibrated

segments of the calorimeter can introduce significant non-Gaussian effects on the

physical observables of event signatures. Thus an accurate calibration of the

calorimeter is very essential for precision measurements such as the W mass.

There are two parts of the calibration procedure, calibrating out the channel-

to-channel biases in the readout electronics and calibrating the mechanical non-

uniformities of the detector.

8.2 Electronics Calibration of the Calorimeter

The non-uniformities in the channel-to-channel responses are ascertained with

the help of pulser signals. Pulser signals of known charge are injected into the

readout and the measured charge is documented, thus providing a handle for

getting rid of the differences in response of the readout channels. However there are

some differences between the signal used for the calibration and the actual physical

signals. For example the shapes of the two signals are different - the physical

signal is a triangle-shaped signal possessing about 450 ns of drift time, whereas

the calibration signal is an exponential signal that falls off rapidly. Moreover

since the pulser signals are injected between the calorimeter and the electronics,
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the signals are reflected from the calorimeter, making them more sensitive to cable

length and variations in cell capacitances than the physical signal. Thus they are

altered in shape and behavior by the time they reach the readout and affect the

accuracy of the electronics calibration.

By taking sample measurements of the same signal at three different times,

with the nominal peak sample taken at the time defined by the trigger, and two

samples taken 132 ns before and after the peak one, we can determine the nominal

sampling position with respect to the shaped signal peak. We ascertain that

the variation in the peak value of the sampled signal due to timing differences

from channel-to-channel is less than 0.1%. The electronics calibration helps in

correcting the variation of the physical signal with an accuracy of 1%.

8.3 Gain Calibration of the Calorimeter

In this section we discuss the calibrations that are necessary due to the me-

chanical non-uniformities of the calorimeter. Calibrating out the effects of the

physical deformities that impact the response and resolution of the calorimeter is

also termed as “gain calibration” of the detector. The basic idea is to adjust the

relative weights of the different segments of the detector on the basis of their ac-

tual energy response so as to obtain a uniform and expected energy response over

all regions of the calorimeter. The gain calibration involves two major procedures,

the φ and η intercalibrations.

8.3.1 The φ Intercalibration

At the Tevatron the proton and anti-proton beams are non-polarized. This

implies that the calorimeter should exhibit a uniform response in the azimuthal
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(φ) direction. Any deviations from this indicates the presence of physical non-

uniformities in the segments. Thus calibrating the detector in the azimuthal (φ)

direction at fixed values of η (the notation iη = 10×η is also used often) is referred

to as “φ intercalibration”. This equalizes the response of all towers inside a φ

ring at a given value of iη. In the central region of the calorimeter the readout

precision-towers have been calibrated with a precision of about 1%, whereas the

EM layers have been calibrated with a precision of about 2 %.

Collider data events above a certain EM energy threshold are used for the

calibration. In principal, the observed transverse energy (E i
T ) of each precision-

tower is multiplied by a weight factor (αi) to match the tower’s occupancy with

the average ocupancy (over all the towers in the specified η ring). Thus,

Ei′
T = αiE

i
T (8.1)

In practice, the number of events above a fixed lower cut on transverse energy

L, is determined in each calibrated tower. The cut L is sufficiently high to avoid

trigger biases. In a similar way, the average number of events per φ-tower for the

entire uncalibrated eta-ring is estimated. Now for each tower in φ, an movable

lower energy cut, L′
i is adjusted so that the occupancy of the tower matches the

average occupancy.

Hence from our assumption of proportionality the calibration constant αi can

also be determined as follows:

L′
i = αiLi (8.2)

The four EM layers of the calorimeter within each precision-tower are also cali-

brated via the same concept. That is, the relative calibrations of the layers are
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adjusted so that the distribution of the fractional energy for each layer in a tower

reflects the average energy distribution for that layer for all values of φ.

These tower and layer calibrations performed over successive iterations, give

rise to stable and consistent results for the calibration constants. The φ intercali-

bration is performed with the help of inclusive EM and jet events from the collider

data.

8.3.2 The η Intercalibration

Having calibrated out the variations in the azimuthal (φ) response of the

calorimeter we now equalize the energy response of the calorimeter at different

rapidities (η), that is at the different rings represented by the values of “iη”.

The central region of the calorimeter (CC) extends up to η =1.2 and the end-

cap regions (EC) extend up to η =4.2. The η calibration has been done at the

precision-tower level in the EC region and at the layer level in the CC region of

the calorimeter.

Z → e+e− events from data are used for this calibration. For each η region

represented by a value of iη, the reconstructed electron energies are obtained from

the corresponding raw energies. These energies have been corrected with the help

of multiplicative constants (ciη(j)), ~α and ~β. ~α is an array of parameters that

are used to correct for the average loss of energy by the electron in front of the

calorimeter while ~β is an array of variables used for correcting the energy lost by

electrons too close to the φ-cracks (intermodular) regions of the calorimeter.

In terms of the energies, the invariant mass of the Z boson is given by:

mZ =
√

2E1E2(1 − cos θ) (8.3)
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where E1 and E2 are the reconstructed energies of the two electrons and θ is the

angle between them. The reconstructed energies Ei (i = 1,2) can be represented

by

Ei = Eraw
i +K(Eraw

i , ~α) + L(Eraw
i , ~β) (8.4a)

with

Eraw
i =

∑

j=(allcells)

Ej (8.4b)

Thus the “raw energy” Eraw
i , is the sum of all the energies in the EM cluster.

However as we have read earlier in Chapter 4, our calorimeter possesses ∼ 4.0 X0

of material in front of it and so the electrons might lose an appreciable amount of

their energies before they reach the first detecting (active) regions of the calorime-

ter. This energy loss primarily depends on the energy of the electrons and their

angle of incidence (η) on the calorimeter. This energy loss is described in greater

detail in Chapter 9. Due to the appreciable loss in energy of the electrons, the

reconstructed cluster energy Eraw
i can underestimate the true energy of the elec-

tron. Hence a correction function in form of K(Eraw
i , ~α) is required to describe

the average energy loss as a function of the reconstructed electron energy E raw
i .

The vector α describes the dependence of the average energy loss of the electrons

on the material encountered in front of the calorimeter. Similarly we have read

that the response of the calorimeter in its intermodular regions (φ-cracks) and the

intercryostat regions (ICR) is poor. Thus the energies of electrons lying close to

these regions need a correction in order to reflect their true energies. The function

L(Eraw
i , ~β) is used to correct for the energy lost by electrons of this type. Inside

the “fiducial” region of the calorimeter, the corrections for the edge effects are

smaller than the those due to the material upstream of the calorimeter.
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Since we are dealing with the calibration procedure, the raw energies in equa-

tion 8.4a can be replaced by the following expression:

Eraw
i =

∑

j=(allcells)

ciη(j)E
′
j (8.5)

where E ′
j denotes the cell energies Ej after the multiplicative calibration factors

obtained from the φ intercalibration have been applied to it. In addition, a multi-

plicative energy correction factor ciη(j), defined for each η ring (denoted by iη) has

been applied to the energy of each cell (E ′
j), the value of ciη(j) applied depending

on the position (η) of the cell.

The goal of the η intercalibration procedure is to equalize the response at

different rapidities and thereby help in determining the absolute energy scale.

This is done by determining the values of the multiplicative calibration constants

(ciη(j)), by adjusting them till the electron energies are tuned enough to match

the observed Z boson mass to its (standard) LEP value and possess minimum

experimental width.

This tuning is attained with the help of a fitting procedure that utilizes the

standard method of unbinned likelihood for purposes of comparison between the

reference and the observable that is being tuned.

As noted above, the η intercalibration for the EM calorimeter is performed

with the help of Z → e+e− events. For the hadronic calorimeter, back-to-back

di-jet events are used for the calibration.

The absolute energy scale determination has been described in the chapter on

electron simulation. The calibration constants of the φ and η intercalibrations

along with those of the readout electronics have been implemented in the p17

release of the offline data reconstruction algorithm for this analysis.
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8.4 Results from the Gain Calibration

Figure 8.1 shows the calibration constants obtained after the φ and η cali-

brations of the calorimeter. The horizontal axis represents iη and the vertical

axis represents the fit results for ciη(j). The η calibration is done for -2.6 ≤ η ≤

2.6. The grey areas show regions in which we do not attempt to determine ciη(j).

This area is the inter-cryostat region (ICR) and lies between the cryostats of the

central and end calorimeters. Due to paucity of statistics at higher η values we

group the η regions together and obtain one calibration constant for that region.

Thus the point at iη=-27 represents the combined constant for all the extreme

η bins -3.7 ≤ η ≤ -2.7. Similarly the point at iη=27 includes the contribution

from the extreme eta bins 2.7 ≤ η ≤ 3.7. The triangles represent the result for

data taken before the Sept-Nov 2003 shutdown, while the dots represent the re-

sult for data taken after that shutdown. The constants determined over the two

data taking periods do not show any significant deviation thus showing that the

calibrations remain fairly constant over time and no drastic changes have occured

to our calorimeter system.

The calibration resulted in a 10% improvement in the resolution of the Z mass

distribution. The resolution of the calorimeter due to mechanical non-uniformities

(indicated by the constant term CEM) is at 2% in agreement with the design goals

for Run II.

8.5 Alignment of the Tracking System

The tracking system consists of the SMT and CFT detectors. The structure

of the SMT is rather complicated and includes rectangular and wedge-shaped

elements, called “ladders” and “wedges” respectively. The ladders are grouped
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Figure 8.1. Calibration constants obtained for the gain calibration of the
calorimeter

into six barrels with each barrel consisting of four layers of ladders. The wedges

are grouped into disks, namely the 12 F-disks supporting the barrels at their ends

and the 4 outer H-disks. The planes of the disks are perpendicular to the beam

axis.

The design of the CFT is comparatively simple. It contains of scintillating

fibers mounted on eight concentric support cylinders. Each cylinder supports one

doublet layer of fibers oriented along the direction of the beam (z) and a second

doublet layer oriented at a stereo angle in φ of +3◦ (u) or -3◦ (v). The former is

called the “axial layer” while the latter is called the “stereo layer”. The fibers in

each layer are grouped into ribbons, there are 10 such ribbons in the first CFT

layer and 28 in the last layer.

Two different types of data, cosmic muons and collision data are used for
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aligning both the tracking detectors. The comic muons are reconstructed and

used to determine the position of the CFT detector. After the position of the

CFT detector is fixed, pp̄ collision data is used to determine the position of the

SMT detector by keeping the position of the CFT detector fixed.

The basic elements of the SMT for purposes of detector alignment are a ladder

and a wedge, while that of the CFT is a ribbon. The alignment procedure aims at

determining the position and orientation angles of these basic detector elements of

the DØ tracking system. The shape of a ladder and a wedge is approximated by

the plane whereas that of a ribbon is approximated by the segment of a cylinder.

In the first step of alignment, a selection of a large number of tracks passing

through a given detector element is obtained and a residual for each track is

determined. The residual is the difference between the measurement of the track

as obtained in an element of the detector and the expected track position. The

latter is determined after excluding the detector element from the track fit. Thus

any non-zero value of the residual mean indicates a misalignment of that detector

element. A sufficiently large collection of residuals can be used to derive the shifts

of a given detector element from the aligned position and orientation. In turn, the

geometrical constants describing the aligned position can be obtained by applying

these shifts to the initial position and orientation of the detector element.

In the alignment procedure, the correlations between the different detector

elements are accounted for by iterating the alignment several times. At each

iterative step the positions of all the detector elements are determined. A new

measurement of the track parameters are performed and the new residuals are

computed using these new track measurements. These are in turn used to extract

the new geometry shifts. This procedure is repeated until the resulting shifts of
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all detectors are below a predefined threshold value.

Both the cosmic muons and collision data are collected with the DØ magnets

switched off in order to keep the tracks from being bent due to the magnetic field.

The cosmic muons pass through the whole detector and are thus reconstructed as

a single straight track passing through the entire detector by matching two tracks.

They can be used to connect the opposite parts of the detector. They are used

to align the positions of the CFT ribbons. However the number of cosmic muon

events available are not enough to align the many elements of the SMT detector,

especially the wedges which are prependicular to the beam direction and thus have

very low exposure to the cosmic muons. The position of the SMT is aligned using

the collision data. All the tracks in the collison data sample are required to have

a common primary vertex, which acts like an additional constraint for connecting

one part of the detector to the other.
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CHAPTER 9

ENERGY LOSS CORRECTIONS DUE TO UPSTREAM MATERIAL

9.1 A Brief Introduction

As a result of the significant upgrades between the two major data taking

periods at the Tevatron, the D0 Run II detector is very different from the detector

used in Run I. While the calorimeter itself remains unchanged, the drift chambers

of Run I have been replaced with the tracking detectors (CFT and SMT) in Run

II. A magnetic field of about 2 Tesla has also been established with the help of an

aluminum-cored solenoid for obtaining curvature measurements from the CFT.

In order to catch the early development of the particle showers the preshower

detectors (CPS and FPS) have also been installed. All these new introductions

have increased the amount of material in front of the calorimeter. Table 9.1 is a

tabulation of the amount of material in front of the first active layer of liquid Argon

as seen by an electron traveling from the interaction point to the CC at normal

incidence in the calorimeter. It should be kept in mind that particles traveling at

other angles of incidence will encounter even more material than shown here.

While the detectors are well instrumented, materials such as the aluminum core

of the solenoid and lead for the preshowers are not or very poorly instrumented.

Hence they are also referred to as “dead” or uninstrumented material. It is not

possible to garner information about the energy that particles lose at each step in
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TABLE 9.1

MATERIAL IN FRONT OF THE FIRST ACTIVE LAYER OF

LIQUID ARGON

Detector Element Material Thickness

Inner Detector (CFT + SMT) 0.2 X0

Solenoid 0.9 X0

Preshower (Detector) 0.3 X0

Preshower (Lead) 1.0 X0

Calorimeter Cryostat 1.3 X0

these materials while passing through them. There is almost 4.0 X0 of material

in front of the calorimeter.

The introduction of these additional materials in front of the calorimeter causes

particles to lose a considerable fraction of their energy when passing through it,

before they reach the first detecting layer of liquid Argon inside the calorimeter.

This leads to an early development of the showers, especially for the electrons. The

information from these early showers is accessed by the central and two forward

preshower detectors

For the purposes of this analysis, we know that the calorimeter measures the

energy of the incident electrons. Thus for an accurate reconstruction of the energy

of the electrons in an event, it is imperative to determine the amount of energy lost

by them in the material before they reach the calorimeter. A precise and detailed

mapping of the amount, position and nature of the material contributes to an

accurate determination of the energy loss corrections for the electrons that pass
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through it. Due to a significant amount of material in front of the calorimeter,

these corrections are derived as a function of energy (E) and angle of incidence

(η), from the detailed detector simulation (GEANT3-based) FULL MC. These

energy-loss corrections are then applied to the energy detected in the calorimeter,

thus reconstructing the original energy associated with the event.

From the previous chapters we have learned about the reconstruction of the

electron energy and the calibrations of the calorimeter that make it well suited

for a precise and unbiased (stable) energy measurement. With the help of all

this background information, this chapter now details our understanding of the

DØ calorimeter for this precision measurement of MW . It describes the nature of

energy loss upstream of the DØ calorimeter, the correct estimation of the material

in front of the DØ calorimeter and the subsequent estimation of the energy loss

corrections for the electrons incident on the calorimeter.

9.2 Studying the Calorimeter Response & Resolution with GFLASH

The energy response of the calorimeter is highly non-linear due to the presence

of an appreciable amount of dead material. This means that the energy response

of a 5 GeV electron reaching the calorimeter is not necessarily proportional to

that of a 30 GeV electron. Let us take a look at the impact that an appreciable

amount of dead material in front of a calorimeter has on the development of an

electron shower.

GFLASH [119, 120] is a fast, parameterized MC simulation used for modeling

EM showers and their fluctuations. It is used for the above study. Parameter-

ized simulations of the shower development of electrons are used to show and

study the longitudinal segmentation and radial profiles of the showers developed
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in the EM layers of a calorimeter. The simulations are performed for a variety

of kinematic and diagnostic variables such as angle of incidence on the dead ma-

terial and calorimeter, incident electron energies, amount of material in front of

the calorimeter, etc. The commonly used variable for locating polar coordinates,

namely “pseudorapidity” is used as the coordinate system here 4. Physics η (de-

noted as ηphys) is used as a measure of the angle of incidence here and is defined

as:

η = −ln tan
θ

2
(9.1)

The angle θ is measured from the primary vertex of interaction.
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Figure 9.1. Average shower profile for electrons of energy E=45 GeV at
normal incidence (ηphys =0)

Figure 9.1 shows an average longitudinal shower profile for electrons of energy=

45 GeV at normal incidence (ηphys =0) on the calorimeter. The position of the

active parts of the CC are indicated in the Figure assuming a normal incidence.
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Figure 9.2. Average shower profile for electrons of energy E=45 GeV at
an extreme angle of incidence (ηphys =1)

In the reconstruction procedure, artificial weights are applied to the individual

layers, EM1 to FH1, in an attempt to compensate for the energy losses in the

dead material, with the early layers such as EM1 having higher weights than the

others. Figure 9.2 illustrates the situation for a shower at the same energy of 45

GeV but at an extreme angle of incidence (i.e. ηphys =1). This time the active

parts of the CC are indicated for a highly non-normal incidence. We notice the

change in the position of the shower. When the electrons travel at extreme angles

of incidence they encounter more dead material in front of the active EM layers

than at normal incidence. The amount of energy deposited in the dead material as

a function of depth is more in the second case thus causing the shower maximum

to shift into the early layers and appear in EM1 !

Figures 9.3 and 9.4 depict the shower-to-shower fluctuations for electrons of

energy E=45 GeV for two different angles of incidence, normal (η =0) and an
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Figure 9.3. Shower-to-shower fluctuations for electrons of energy E=45
GeV at normal incidence (ηphys =0)

extreme value (η =1). Notice that the nature of the fluctuations are different for

the two angles of incidence and are detrimental for the energy resolution, especially

for large η values. This indicates that the energy resolution of the calorimeter has

an angular dependence. As can be seen from the above four figures, the energy

resolution will depend on the angle of incidence of the electron energies that are

sampled.

Figures 9.5 and 9.6 show the shower-to-shower fluctuations in the longitudinal

shower profiles for two different electron energies, E=5 GeV and E=45 GeV, both

at normal incidence (ηphys =0). As seen from here, the average shower development

and the fluctuations around the average also depend on the energy of the incident

electrons, as a considerable amount of energy is lost in the dead material. Thus

the resolution of the EM calorimeter also depends on the energy of the electron

being sampled.
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Figure 9.4. Shower-to-shower fluctuations for electrons of energy E=45
GeV at an extreme angle of incidence (ηphys =1)
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Figure 9.5. Shower-to-shower fluctuations for electrons of energy E=5
GeV at normal incidence (ηphys =0)
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Figure 9.6. Shower-to-shower fluctuations for electrons of energy E=45
GeV at normal incidence (ηphys =0)

All the above toy MC figures show that significant energy is lost when there

is an appreciable amount of dead material in front of the calorimeter. Small

variations in this material can have a significant impact on the reconstructed

energy. The EM1 and EM2 layers are particularly sensitive since their energies

are reconstructed with larger weights and they contribute to the steeply rising edge

of the shower profile. Thus determining the amount of dead material is critical

for getting a handle on the linearity of the energy response and resolution of the

calorimeter.

9.3 Response and Resolution of the DØ Run II Calorimeter

Both the η and energy dependence of the resolution are artifacts of the sam-

pling fluctuations due to the additional dead material in front of the Run II EM

calorimeter. The energy resolution of the Run I calorimeter was described by the
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standard expression for the resolution of an ideal sampling calorimeter at normal

incidence (η=0). It is given as follows:

σE

E
=

√

C2
EM +

S2
EM

E
+
N2

EM

E2
(9.2)

Now let us look at the scaling laws of the energy resolution of the Run II calorime-

ter with the help of single electrons of energy E=45 GeV which are passed through

d0gstar, the GEANT-based detailed simulation of the DØ detector.

Figure 9.7. Fractional energy resolution σ(E)/E as a function of ηphys)

Figure 9.7 depicts the dependence of the fractional energy resolution (σ(E)/E)

as a function of the angle of incidence, ηphys. The blue line represents the usual,

almost flat model given by the functional form of 1/
√

sin θ for an ideal calorimeter
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whereas the black line has been fit to a functional form of

σE

E
(θ) =

p0

ep1

× e
p1

sin θ (9.3)

Figure 9.8. p0 (fractional resolution at normal incidence) as a function of
energy E)

Here p0 is the fractional resolution at normal incidence (ηphys=0) whereas

the contribution from the coefficient p1 becomes large in case of a large angular

dependence. Thus we observe a strong dependence of the energy resolution on

the angle of incidence. This is due to the significant amount of material in front

of the calorimeter. Figure 9.8 shows the energy dependence of the term p0 in the

new expression for the fractional energy resolution of our Run II calorimeter as

expressed in the above form. The solid black line indicates the usual scaling of

the sampling fluctuations as a function of energy and is given by:

σE

E
=

16.4%√
E

(9.4)
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However the fitted black line is given by the following functional form

σE

E
=

16.4%√
E

+
12.2%

E
(9.5)

From here it’s evident that it does not follow the 1/
√
E trend that is expected for

an ideal sampling calorimeter.

The third example shows the anomalies in the response of the calorimeter.

The reconstructed Z mass from the FULL MC should be predicted accurately

and be constant if the electron energies are being reconstructed accurately and

the final energy scale and offset determined from a fit to the Z mass spectrum

are of sufficient quality. Figure 9.9 shows the di-electron mass spectrum of the

Z → e+e− for two cases. The red plot is when both electrons are close to normal

incidence to the calorimeter (|ηphys| < 0.2), the blue plot is when both are at

extreme angles of incidence to the calorimeter (|ηphys| > 0.8). It can be clearly

seen that the two peaks are not at the same Z mass. The spectra clearly indicate

an inaccuracy with the angular dependence in the calibration.

This startling result indicates a potential problem with two aspects of the en-

ergy reconstruction. Either the MC-based energy loss corrections which depend on

the modeling of the passive material in front of the calorimeter are not right or the

gain calibrations (inter-φ and inter-η) have been performed incorrectly. Besides,

as we have read earlier, the latter also depends on the energy loss corrections.

All these deviations call for a visit to the calibrations and energy-loss correc-

tions that contribute to the reconstructed energies of the particles detected in the

calorimeter. Both the response and resolution of the Run II calorimeter differ

from those of an ideal and hint at problems with the energy reconstruction in the

calorimeter. This will also lead to a new parameterized model of the DØ Run II
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Figure 9.9. The reconstructed Z mass for two different angles of
incidence of the electrons. The regions are |ηphys| < 0.2 (red) and

|ηphys| > 0.8 (blue)

calorimeter. This will be described in detail in Chapter 12. The new parameteri-

zation includes the angular and energy dependence of the sampling fluctuations.

9.4 Observables Used for the MC Tuning

In order to study the average energy response and resolution as a function of

the energy and angle of incidence we choose collider data Z → e+e− events. The

reconstructed mass and width obtained from the two Z electrons can be compared

with the well known world average value. Each of the two electrons of the Z has its

own ηphys (pseudorapidity). Hence if we split the Z events into different kinematic

regions, we gain more information compared to when we use the values of the mass

and width averaged over the entire Z sample. Since we need to study the energy

and angular dependence of the electron reconstruction, a two-dimensional splitting

170



of the electrons on the basis of their energy and ηphys would be ideal. However as

seen from Figure 9.10, these two are strongly correlated. Hence the Z sample is

divided on the basis of ηphys and not energy. We bin each electron on the basis

of its angle of incident, ηphys. This has the advantage that the bins are defined

without the help of any calorimeter-based measurement.

Figure 9.10. Electron energy vs. ηphys for electrons from W → eν (black)
and from Z → e+e− (red)

The five distinct ηphys bins are shown in Table 9.2.

Since the Z has two electrons we end up splitting the Z → e+e− sample into 15

different categories on the basis of the bins in which each of the electrons fall. We

do not distinguish between the leading and the subleading electron. The different
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TABLE 9.2

DEFINITION OF THE BINS IN TERMS OF ELECTRON |ηphys|

Bin Number Range of |ηphys|

bin0 0.0 ≤ |ηphys| < 0.2

bin1 0.2 ≤ |ηphys| < 0.4

bin2 0.4 ≤ |ηphys| < 0.6

bin3 0.6 ≤ |ηphys| < 0.8

bin4 0.8 ≤ |ηphys|

categories are shown in Table 9.3. We study the measured Z mass and resolution

in each of the 15 categories.

9.5 Determining the Correct Amount of Uninstrumented Material

In order to improve the electron energy reconstruction, the first step is to

ensure that GEANT models the electromagnetic showers with an acceptable pre-

cision and accuracy. Several studies that involve detailed comparisons of GEANT,

the EGS simulation program [121, 122] and a priori calculations were carried out

to ascertain this. The studies used toy calorimeter geometries for both GEANT

and EGS and compared e/γ productions rates, energies, particle flow and en-

ergy depositions. It was found that GEANT as operated in its standard mode

at the DØ farms processing FULL MC samples is inadequate with respect to the

following:

1. The fundamental Bremsstrahlung and pair production cross sections as de-
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scribed within GEANT are insufficient

2. The Moliere theory is used outside its domain of validity

3. The energy cut off for tracking δ-rays is too high (particularly for regions

near the Uranium and Argon boundary)

These have been addressed by using a special version of GEANT where the fun-

damental cross-sections have been updated and various operating parameters have

been adjusted. In particular the parameter representing the step size (STMIN) is

set to 1.0 × 10−7 cm, just like in EGS, so it improves the validity of the Moliere

theory and the low-energy tracking, thereby improving the energy flow 1

This special version of GEANT was used to generate the FULL MC Z → e+e−

and W → eν event samples.

The special version of GEANT mentioned above does model the physical pro-

cesses precisely enough for the W mass measurement. However we still need to

understand the discrepancy between the reconstructed energies at the two values

of |ηphys| as shown in Figure 9.9.

Now, we know that at large angles of incidence, particles traverse larger

amounts of material than at normal incidence. Could an inaccuracy in the descrip-

tion of the material in front of the calorimeter be the reason for this discrepancy

in Figure 9.9? Or are the gain-calibrations (φ and η intercalibrations) of the

calorimeter at fault? The diagnostic plots of kinematic variables help us probe

further into these questions and as mentioned later on in this Section, the layer-

intercalibrations of the calorimeter are not the main source of the discrepancies

1Although these changes result in a simulation of a suitable quality for the W mass measure-
ment, the processing time unfortunately increases by a factor of 20. Thus it cannot be used for
the general GEANT-MC production.
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that we observe. The material upstream of the calorimeter seems to be a more

probable cause of the problem. Thus we revisit the amount of uninstrumented

material lying in front of the calorimeter, before doubting the calibrations.

This section describes the modifications to the dead material in front of the

central calorimeter (CC). The simulation used here is a combination of the im-

proved and detailed GEANT-based detector simulation (also called FULL MC)

and the FAST MC (parameterized MC). The FULL MC is used to exploit the

longitudinal segmentation of the EM calorimeter in order to get a handle on the

correct amount of uninstrumented material lying in front of it. The concept is a

simple one - varying the size of the passive material will cause different fractions

of the shower energy to be sampled by each of the four active EM layers (EM1

- EM4). Thus the FULL MC is used to study the mean EM fractions and the

fluctuations around the average in single electron events. The single electrons are

generated at various values of energy and ηphys and thus span the entire region

of the energy-ηphys plane that is relevant for Z → e+e−. A parameterization for

the mean EM fractions and their fluctuations as a function of true electron energy

and ηphys is built from these FULL MC events and is implemented in the FAST

MC to be used for all essential aspects of the W mass measurements.

In order to get started on studying the amount of material upstream, we start

with a FULL MC which contains a nominal model of the detector geometry and

has been generated using the special version of GEANT. As a first step we compare

the standard kinematic variables (such as invariant mass of the electron pair and

their transverse momenta) to data, to ensure that our simulation reproduces the

electron distributions for the entire E-ηphys space in reasonable agreement with

data. Figures 9.11 and 9.12 show a data-FULL MC comparison of the kinematic
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variables for two of the 15 categories. The data shown in these two has been

calibrated using the energy-loss functions based on the default DØ simulation.

Small potential disagreements like for the leading electron in category 23 are not

a concern since the average shower depth depends ∼ ln(E). The disagreement

in the mass distribution in category 23 could arise if the energy loss is not being

reproduced properly as a function of η.

Now we begin to study the EM fractions, that is the fraction of the EM energy

that is sampled by each of the four EM layers. Figures 9.13 and 9.14 show a

comparison of the fractional energy deposits from the collider data and the FULL

MC simulation of the detector for categories 10 and 23 respectively. As can be

seen, the mismatch in each layer suggests the presence of some additional material

in the detector that is eluding decription in the material description of the FULL

MC. The simulation predicts tends to predict too little energy in the early layers.

A summary of the information from all four layers and all 15 categories is

shown in Figure 9.15. It shows the average means of the EM fractions separately

for data and simulation. The strong trends visible in the variations of the mean EM

fractions from one category to another, reinforces the importance of the “effective”

amount of dead material traversed by the electrons at different angles of incidence.

We notice that even though our simulation tracks the shape of these variations

well, there are systematic “shifts” visible which could be attributed to the missing

material in the FULL MC simulation.

Figure 9.16 shows the ratios of the data to FULL MC simulation for the mean

EM fractions. We notice that the spread around unity here is larger than that

expected from errors due to the gain-calibrations of the calorimeter alone. This

figure also points to missing material from the FULL MC.
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Hence we decide to tune the GEANT-based model of the detector by adding

more material to its already existing description. This is in the form of some

“effective” material that would play the role of some other unidentified material

that is missing from the nominal material map. Since most of the material in

front of the CC (e.g. solenoid, CPS lead) is largely cylindrical in geometry, the

effective missing material is also chosen to be a copper (low Z) cylinder placed

concentrically inside the solenoid.

The thickness of this copper cylinder is varied in increments, in terms of X0,

and a detailed simulation of the detector is produced each time with the help of

the special version of GEANT and the single electrons. From the full scans of the

energy/ηphys plane the respective parameterizations of the mean EM fractions and

their fluctuations about the average are obtained, as a function of energy, ηphys

and number of additional radiation lengths of material, nX0.

The distributions of the fractional energy deposits in each of the three EM

layers (EM1, EM2, EM3) are compared to those from collider data for each of the

15 ηphys categories. Based on the agreement between the FULL simulation and

the data for the EM fractions, a χ2 is determined. The total χ2 is the sum over

all of the 3 layers. The value of nX0 is varied in a way so as to minimize this

total χ2. Due to the very small energy deposits in EM4 especially at non-normal

incidence, the layer has a negligible effect on the total sum and is not taken into

account here. The use of the three EM layers is also akin to adjusting the per

layer weights (or layer-intercalibrations).

This method works well and helps us determine the amount of missing material

to an accuracy of 0.01 X0. We find that on an average there is about 0.16 X0

of additional material in front of the calorimeter which was not being modeled in
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the GEANT-based detailed simulation model of the detector. Figure 9.17 shows

the minimization of the χ2 as a function of the additional dead material. As a

cross-check, we repeat the fit for nX0 for each of the layers individually and the

results are shown in Figure 9.18. Good agreement is found between the results

from each of the individual layers.

After adding this additional material to the FULL MC, the fractional energy

deposits in the four EM layers agree remarkably well with data. Figures 9.19 and

9.20 show the fractional EM deposits for categories 10 and 23 again, this time for

an optimal value of nX0. Figure 9.21 shows the ratios of the data to FULL MC

simulation for the mean EM fractions for all the EM layers and all 15 categories

after including the 0.1633 X0 of additional material in the simulation.

9.6 Implementing the Energy Loss Corrections

Once the amount of uninstrumented material has been determined with rea-

sonable accuracy, the final energy-loss corrections are re-determined and are in-

corporated into the algorithms that fit for the gain calibrations of the calorimeter,

so that the reconstructed energies of the electrons stand corrected before the re-

sponse of the calorimeter is determined. Figure 9.22 shows the electron energy loss

corrections for normal and extreme cases of incidence. The blue curve shows the

energy loss corections for ηphys= 0.2 while the red one shows the corrections for

ηphys= 1.1. The Z → e+e− and W → eν collider data samples were reconstructed

again after the implementation of the new energy-loss corrections. New samples

of Z → e+e− and W → eν FULL MC were also produced. The parameterizations

obtained in the full energy/ηphys space with the additional material included is

incorporated into the FAST MC for the W mass measurement.
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It should be kept in mind that these corrections have been derived from Z →

e+e− events and need to be extrapolated or “transported” down to the lower

electron energies of the W → eν boson events. A powerful check of the quality of

this extrapolation is done by passing the electrons from W → eν events through

the detailed detector simulation that has been tuned to the Z → e+e− events and

comparing the EM fractions obtained from here to data. Figure 9.23 shows the EM

fractions forW → eν events, for all four layers and all ηphys categories, for data and

the simulation, after the optimal amount of material has been implemented. We

observe the characteristic trends in the η-dependence here as in the Z → e+e−

EM fractions. We also note that the agreement between W → eν data and

the tuned simulation is very good. Figure 9.24 shows the data/simulation ratios

corresponding to Figure 9.23. The ratios are consistent with unity thus proving

that the tuned simulation does model the electrons from W → eν events very

accurately.

However as we know, the W and Z electrons probe rather distinct regions of

the energy-eta space. There is a small overlap in their energy-η bands as seen in

Figure 9.10. Because of this incomplete overlap, there is a minor dependence of

the “transportation of the energy scale” from the Z to the W , which depends on

the quality of the energy loss parameterizations. A measure of the impact of the

imperfections in the energy loss corrections when transported from the Z to the

W is given by a bias of 8+-10 MeV. More details on this estimation is given in

Chapter 19.
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TABLE 9.3

DEFINITION OF THE “η” CATEGORIES FOR Z → ee EVENTS

Category Combination of |ηphys| bins

10 0 - 0

11 0 - 1

12 0 - 2

13 0 - 3

14 0 - 4

15 1 - 1

16 1 - 2

17 1 - 3

18 1 - 4

19 2 - 2

20 2 - 3

21 2 - 4

22 3 - 3

23 3 - 4

24 4 - 4

179



) [GeV]
2

e
1

m(e
80 82 84 86 88 90 92 94 96 98 100 102
0

10

20

30

40

50

60

70

80

TOYmass_10

) [GeV]
2

e
1

(e
T

p
0 10 20 30 40 50 60 70 80 90 100

0

20

40

60

80

100

120

140

160

180

200

data

fast simulation

TOYpT_10

) [GeV]
1

(e
T

p
30 40 50 60 70 80 90 100

0

20

40

60

80

100

120

140

160

180

200

220

TOYE1pT_10

) [GeV]
2

(e
T

p
30 40 50 60 70 80 90 100

0

50

100

150

200

250

TOYE2pT_10

) [GeV]
1

E(e
30 40 50 60 70 80 90 100 110 120

0

50

100

150

200

250

300

TOYE1E_10

) [GeV]
2

E(e
30 40 50 60 70 80 90 100 110 120

0

50

100

150

200

250

300

TOYE2E_10

Figure 9.11. Comparison of data and FULL MC simulation for
Z → e+e− events in category 10. Top Left: The invariant mass of the
electron pair. Top Right: Transverse momentum of the electron pair.
Middle Left: Transverse momentum of leading electron. Middle Right:
Transverse momentum of subleading electron. Bottom Left: The energy
of the leading electron. Bottom Right: Energy of subleading electron
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Figure 9.12. Comparison of data and FULL MC simulation for
Z → e+e− events in category 23. Top Left: The invariant mass of the
electron pair. Top Right: Transverse momentum of the electron pair.
Middle Left: Transverse momentum of leading electron. Middle Right:
Transverse momentum of subleading electron. Bottom Left: The energy
of the leading electron. Bottom Right: Energy of subleading electron
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Figure 9.13. Comparison of EM fractions for electrons from Z → e+e−

events in category 10 in data and simulation. The four individual plots
show the energy fraction in each of the four EM layers. The detailed
response simulation uses the default accounting of the dead material
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Figure 9.14. Comparison of EM fractions for electrons from Z → e+e−

events in category 23 in data and simulation. The four individual plots
show the energy fraction in each of the four EM layers. The detailed

response simulation uses the default accounting of dead material
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of the combined fit is also shown for comparison
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Figure 9.19. Comparison of EM fractions for electrons from Z → e+e−

events in category 10 in data and simulation. The simulation used here
includes nX0 = 0.1633 radiation lengths of extra uninstrumented

material in front of the CC calorimeter. The four individual plots show
the energy fraction in each of the four EM layers
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Figure 9.20. Comparison of EM fractions for electrons from Z → e+e−

events in category 23 in data and simulation. The simulation used here
includes nX0 = 0.1633 radiation lengths of extra uninstrumented

material in front of the CC calorimeter. The four individual plots show
the energy fraction in each of the four EM layers
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Figure 9.21. Ratios for the means of the EM fraction distributions in
Z → e+e− events for each of the four EM layers and each of the 15 η
categories. The simulation used here includes nX0 = 0.1633 radiation

lengths of extra uninstrumented material in front of the central
calorimeter. Each of the three horizontal lines indicates the result of a
fit to a common constant of the 15 data points from a given EM layer.

The fit was performed for EM1, EM2 and EM3
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Figure 9.22. The correction factors used for obtaining the original
incident energy of the electrons. Blue:ηphys= 0.2; Red:ηphys= 1.1
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Figure 9.23. A summary of the means of the EM fraction distributions
in W → eν events for each of the four EM layers and each of the five η

bins, separately for data and FULL MC simulation
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Figure 9.24. Ratios for the means of the EM fraction distributions in
W → eν events for each of the four EM layers and each of the 5 η

categories. Each of the three horizontal lines indicates the result of a fit
of a common constant of the 5 data points from a given EM layer. The

fit was performed for EM1, EM2 and EM3
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CHAPTER 10

SELECTING EVENTS FOR THE ANALYSIS

10.1 A Brief Introduction

Now that we are finished with getting the calorimeter ready for optimal energy

measurements of the W events, it is time to start talking about the details of the

analysis ! The requirements and criteria for event selection plays an important

role in any analysis. In our analysis, it is used for selecting the W events in

collider data, for the FULL MC analysis and for parameterizing the FAST MC.

The latter two have been mentioned briefly in Chapter 5 and will be discussed

in the chapters that follow. Hence the event selection criteria described in this

chapter will be referenced in the later chapters too.

The data sample used for this measurement of the W mass was collected

between April 2002 to February 2006, the Run IIa period of data taking of the

DØ detector. It represents about 1 fb−1 of integrated luminosity delivered by the

Tevatron and recorded by the DØ detector as shown in Figure 4.4. The average

instantaneous luminosity during this period of taking data was about 50 × 1030

cm−1 s−1 with an average of 1.2 interactions per bunch crossing.

The DØ detector records information for events that it deems interesting, in

the form of digital signals. These signals are interpreted as physics objects by the

reconstruction software DØRECO, used by the experiment. During the first stage
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of reconstruction the raw data is processed into high-level physics objects such as

energy clusters detected by the calorimeters or tracks recorded by the tracking

systems when a charged particle passes through them. In the next stages these

objects are combined to form particles such as photons, electrons, muons and jets.

The missing energy is also determined with the help of all the detected energy in

an event. During the course of an analysis these particles are used to identify an

event, for e.g. a Z boson event is identified with the help of two high momentum

leptons whereas a high momentum lepton along with a considerable amount of

missing energy identifies a W event. The particles are also used for determining

the primary and secondary vertices of events in the detector.

The W mass analysis described in this thesis deals with the electron and

neutrino as decay products of the W boson (W → eν). The electron leaves

a clear signature in the detector while the neutrino escapes undetected and its

energy is determined from the missing energy of the W event. Hence the electron

identification and determination of the missing energy are important for tracking

down the decay products of the W . In order to ensure that the decaying particles

actually come from a W produced from the collisions of the pp̄, the reconstruction

of the primary vertex of the event is also of concern here.

As we know, the electron is reconstructed with the help of the tracking detec-

tors. Hence we will look at both the track and energy reconstructions for purposes

of identifying the electron. From the kinematics of the W boson, we know that

the energy of the neutrino (missing energy) is determined from the those of the

electron and the recoil, following the laws of momentum balance. Hence we will

also consider the reconstruction of the recoil and the missing energy in this chap-

ter. However let us start with a tabulation of all the trigger requirements of the
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detector that contribute to the identification and recording of prospective W and

Z events from the numerous pp̄ collisions and take a look at the types of data

samples that were used for this analysis.

10.2 Data Samples

The data used for this analysis have been obtained from the “EM Inclusive

skims” prepared by the Common Samples Group at DØ. The p17 refixed versions

of DØRECO, p17.09.03, p17.09.06 and p17.09.06b have been used for the recon-

struction. The three main samples that have been skimmed are the EM+/ET sam-

ple for finding W events, the 2EM sample for studying Z events and EM+Jet

sample for estimating the probability of jets faking an electron. The three EM

inclusive samples must satisfy the following requirements :

• EM + /ET :

1 EM with pT > 20 GeV, |ηdet| < 1.2, fEM > 0.9 and raw /ET > 20 GeV

• 2 EM :

2 EM with pT > 20 GeV, fEM > 0.9 and isolation < 0.2

• EM + Jet :

1 EM with pT > 20 GeV, |ηdet| < 1.2, fEM > 0.9, isolation < 0.2

1 Jet with pT > 20 GeV, |ηdet| < 0.8 or 1.5 < |ηdet| < 2.5

0.05 < fEM < 0.95, chfrac < 0.4, hotcellratio < 10 and n90 > 10

Here fEM is the EM fraction, it refers to the fraction of the electron energy

deposited in the 4 electromagnetic (EM) layers of the calorimeter whereas chfrac

refers to the fraction of the jet energy deposited in the coarse hadronic (CH) layer

of the calorimeter. The hotcellratio is the ratio of the hottest cell to the next to

196



hottest cell (in terms of transverse energy) in the calorimeter. n90 stands for the

number of towers containing 90% of the energy of the jet.

The corresponding sam dataset for the skimmed samples are :

• EM + /ET :

WMASSskim3-EMMET-WMRESK p17.09.03-ROOT-wml,

WMASSskim3-EMMET-WMRESK p17.09.06-ROOT-wml,

WMASSskim3-EMMET-WMRESK p17.09.06b-ROOT-wml,

• 2EM :

WMASSskim3-2EM-WMRESK p17.09.03-ROOT-wml,

WMASSskim3-2EM-WMRESK p17.09.06-ROOT-wml,

WMASSskim3-2EM-WMRESK p17.09.06b-ROOT-wml,

• EM + Jet :

tmb WMASSskim3-EMJET-WMRESK p17.09.03,

tmb WMASSskim3-EMJET-WMRESK p17.09.06,

tmb WMASSskim3-EMJET-WMRESK p17.09.06b.

10.3 Trigger Selection

In the data sample collected from the detector, a combination of single EM

triggers are used for identifying electrons that might be the decay products of W

and Z bosons. Different triggers of this type are used at each of the three levels

(L1, L2 and L3) of the trigger system. An electron candidate must fire one of these

triggers in order to qualify as an interesting candidate for the offline analysis.

The trigger lists for the dataset are divided into four periods, v8-11, v12,

v13 and v14. The L1/L2/L3 requirements are different for the different trigger
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periods [124]. For each trigger period, the single electron trigger that has the

highest efficiency is chosen. Thus the trigger EM HI SH has been chosen for

trigger list v8-11, E1 SHT20 for v12, E1 SHT22 for v13 and E1 SHT25 for v14.

Events that passed these unprescaled trigger requirements are used for the final

analysis.

The fraction of data taken during the v8-11 trigger period is 11.6%, for v12

period it is 21.2%, for v13 it is 34.3% and for v14 trigger period it is 32.7%.

The lists below enumerate and explain all the L1/L2/L3 conditions for each

of the triggers used in this analysis.

10.4 Determining the Electron Energy

The energy of the electron is reconstructed from the clusters formed by the

readout towers of the calorimeter. The energy of the cluster is obtained by sum-

ming over the energies of all EM towers within a window of 0.5 × 0.5 in the η−φ

space (5 × 5 towers) in the central region (CC), or within a cone of radius 10 cm

in EM3 in the end-cap regions (EC) of the calorimeter. Both these regions are

centered on the tower that possesses the highest fraction of the electron energy.

At DØ the reconstruction software package for electromagnetic clusters is known

as EMRECO. For details please refer to Chapter 7.

The two variables of EM fraction and isolation are used as the main criteria

for identifying electromagnetic candidates. A high value of the EM fraction fEM

indicates that most of the energy of the shower is contained in the four EM layers

of the calorimeter. The isolation variable fiso, is a measure of how well isolated

the energy cluster is from other objects such as hadronic jets. The electrons from

W and Z decays tend to be pretty well isolated and so for these EM clusters the
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isolation value is required to be < 0.15.

Besides the EM fraction and isolation discriminants, the shape of an electron

shower is also compared to that of a typical electromagnetic shower for conformity.

This is done with the help of the H-Matrix, HMx7 is used for the central region

(CC) of the calorimeter whereas HMx8 is used for the end-cap regions of the

calorimeter.

An identification tag (ID) is assigned to each reconstructed cluster. An ID of

10 for those clusters which have transverse energy ET > 1.5 GeV and fEM > 0.9.

If the cluster also has a track matched to it, it is assigned an ID=±11, depending

on the sign of the track.

If an electron cluster is found to have a matched track, then the direction of

the track is assigned to the direction of the electron. Thus,

θe = θtrack φe = φtrack (10.1)

If the energy cluster cannot be matched to a track, then the positions of the

calorimeter shower centroid (xcal, ycal, zcal) and the primary vertices (xvtx, yvtx, zvtx)

are used to define a direction for the electron cluster. This is given by,

tan θe =

√

x2
cal + y2

cal −
√

x2
vtx + y2

vtx

zcal − zvtx
(10.2a)

tanφe =
ycal − yvtx

xcal − xvtx
(10.2b)

With the help of the angles, θe and φe, the momentum of the electron is given

by :
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~pe = Ee













sin θe cosφe

sin θe sin φe

cos θe













(10.3)

The transverse momentum of the electron is given by pe
T = Ee

T = Ee sin θe.

As we know the calorimeter is made up of 32 modules in the EM layer, each of

which is 2π/32 radian wide in φ. The intermodular regions possess a lower response

than the central regions due to their geometry and a paucity of instrumentation

in these regions. This results in a loss of signals thus leading to an improper

reconstruction of the energy clusters. Hence the “in fiducial” requirement on the

electron clusters requires them to be located away from the intermodular regions

of the calorimeter.

10.5 Reconstructing the Track and Primary Vertex

Since the electron is a charged particle, it should leave a trail in the tracking

detector which gets registered in the form of hits both in the SMT and CFT.

For this analysis we require an electromagnetic energy cluster to be “spatially

matched” to a track which is reconstructed with the hits from the CFT and

at least one hit from the SMT. In other words if the particle is an electron there

should be a track pointing exactly at its energy cluster. This track matching helps

reduce the backgrounds from particles such as photons (from π0 or η decays).

The details of track reconstruction using the pattern recognition method and

Kalman fitting procedure have been described in detail in Chapter 7. Since the

W and Z bosons have extremely short lifetimes (10−24 sec) the primary vertex

of the interaction is more significant. The reconstructed tracks of the electrons
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are used to find the primary vertex. Details of the reconstruction of the primary

vertex has also been described in the same section.

10.6 Determining the Recoil

In the pp̄→ (W → eν) +X or pp̄→ (Z → e+e−) +X events, where X stands

for the hadronic recoil, we measure the energies of the recoiling particles having

pseudorapidities |η| < 4.

In the calorimeter, individual recoil particles are not resolved but we measure

their energies summed over detector segments. However particles with |η| ≥ 4 es-

cape unmeasured down the beam pipe and quite possibly carry away substantial

momenta along the beam direction (z). Hence it is not possible to measure pre-

cisely, the sum of the longitudinal components of the recoil momenta (uz). Since

these escaping particles are at very small angles with respect to the beam, their

contribution to the transverse momentum of the recoil ( ~uT ) is small and can be

neglected. The recoil is thus constructed and analyzed in the plane transverse to

the beam. It is easier to obtain the transverse component of the recoil momentum

from the event kinematics by applying momentum conservation laws here.

The hadronic transverse momentum ~uT is reconstructed by summing over the

transverse momenta of all the calorimeter cells being read out, excluding those

that belong to the electron clusters. Hence,

~uT =
∑

i

Ei sin θi







cosφi

sinφi






=

∑

i

~Ei
T (10.4)

where the sum runs over all calorimeter cells that were read out except cells in

the coarse hadronic (CH) calorimeter and ICD. Cells that belong to the electron

clusters are also not included here. The CH calorimeter was excluded because of
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its large noise factor and the ICD is not well calibrated1 in the Run IIa data. The

calorimeter cells that are read out pass the offline 2.5σ zero suppression threshold

and the T42 algorithms2 [101]. Ei are the cell energies, and φi and θi are the

azimuth and colatitude of center of cell i with respect to the primary vertex.

10.7 Determining the Missing (Neutrino) Energy

The neutrino from the W decay escapes undetected and therefore its energy

is referred to as the missing energy. A reconstruction of the missing energy in the

3-dimensional plane is not possible due to the incomplete coverage of the detector.

We do not have an estimate of the neutrino energy travelling down the beam pipe.

Hence the neutrino energy is determined from the momentum imbalance of the

event, with the aid of the energies of the electron and the recoil, in the transverse

plane of the detector. It is referred to as the transverse missing energy (/ET ) of

the event.

Since momentum is conserved in the transverse plane, a large amount of trans-

verse missing energy indicates the production of a neutrino with high energy.

/ET = −(pe
T + pRecoil

T ) (10.5)

The missing transverse momentum is estimated by taking the vector sum

1What do we mean by saying “the ICD is not well calibrated in the Run IIa data” ?
In addition to huge non-uniformities throughout the device, there is a non-trivial number of
PMTs that just go “berserk” at high instantaneous luminosities (their gain explodes and they
start to dominated the /E

T
measurement). This is why many DØ Run IIa analyses use a tool

that kills regions in the ICD. For us this is not an option since we would never have been able
to model the effects of such cuts and vetoes. However the ICD has been calibrated well in the
DØ Run IIb dataset. For more details on the ICD problem please refer to [123].

2A cell is said to pass the T42 algorithm is its energy is positive and +4σ above the threshold
or if it is +2σ above the threshold but has a neighboring cell which exceeds the threshold by
+4σ
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~/ET

raw
= −

∑

i

Ei sin θi







cos θi

sin θi






= −

∑

i

~Ei
T (10.6)

where the sum i runs over all calorimeter cells read out except cells belonging to

the coarse hadronic (CH) calorimeter and the ICD. The calorimeter cells that are

read out pass the offline 2.5σ zero suppression threshold and the T42 algorithms.

Ei are the cell energies and φi and θi are the azimuthal and colatitude angles of

the center of cell i with respect to the primary vertex.

The “raw” transverse component of the missing energy ( ~/ET

raw
) results from

the direct summation of the cell energies. This is corrected further by way of the

electron energy corrections to obtain the corrected transverse missing energy.

10.8 Criteria for Selecting the Events

This section deals with the conditions imposed for the selection of ideal W and

Z candidates from the detector signals for the purposes of this analysis. Since

both W and Z are massive bosons and decay instantly (lifetime ∼ 10−24 sec), the

location of the primary vertex (point of pp̄ collision) is important here. Besides

both types of events involve the detection of highly energetic well-defined electrons,

so the selection criteria for electrons is the same for both W and Z. Apart from

this there are a few specific conditions that apply to each of the events. All these

criteria have been described here under their appropriate categories.

First, the primary vertex of the W or Z event needs to be located well within

the detecting regions of the SMT. Thus,

• |z|vertex < 60 cm

Second, an ideal electron candidate must satisfy the following criteria in order
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to get selected :

• Confirm with electron/photon identification number, id = 10, ± 11

• ηdet < 1.05

• fEM > 0.9

• fiso < 0.15

• HMx7 < 12 in CC and HMx8 < 20 in EC

• In the fiducial region of the calorimeter (in eta fiducial and in phi fiducial)

• pe
T (or Ee

T ) > 25 GeV

• Energy cluster must be spatially matched to a track

• Associated track should have at least one SMT hit and pT > 10 GeV

• Calorimeter cuts for data quality

• Electrons should not be inside CC-EM module 17

To ensure that the electron energy windows (0.5 × 0.5 in ∆η − ∆φ) are not

clipped in any way the clusters are required to be in the region ηdet < 1.05.

The “fiducial” requirement keeps electron clusters away from the intermodular

regions of the calorimeter. It excludes the region mod(φ, 2π/320 < 0.1 and mod(φ,

2π/320 > 0.9, where (φ) is the azimuthal angle of the cluster.

Spatial conformity between a track and a cluster is achieved with the help of

the χ2 variable which is defined as follows :

χ2 =

(

∆φ

σφ

)2

+

(

∆z

σz

)2

(10.7)
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here ∆φ and ∆z are the angle difference and spatial difference between the po-

sitions of the electromagnetic cluster and the extrapolated track. The quantities

σφ and σz represent the experimental resolutions on their respective parameters.

Tracks with a track match significance probability of P (χ2) > 0.01 to EM clusters

are selected.

Data quality cuts are imposed to eliminate those regions of the calorimeter

that have improper readouts due to problems or failure with the readout hardware.

Besides module 17 was damaged during the reassembly of the DØ calorimeter for

Run II and so electron signals from this part are avoided.

Stringent conditions are imposed for the selection of ideal Z candidates in order

to select well defined events and minimize the background contamination in the

samples. The criteria for the selection of Z candidates are listed below :

• Should possess two “well-defined” electron candidates

• At least one electron must pass the trigger requirements (L1/L2/L3)

• Transverse momentum of the Z recoil (pRecoil
T ) must be low (soft), < 15 GeV

• Reconstructed invariant mass of Z (Mee) should be between 70 and 110 GeV

• Z event should possess negligible amount of missing energy (mainly due to

low response of recoil system)

The candidates which satisfy all the requirements of the electron selection

listed above, are said to be “well-defined” candidates. If both the reconstructed

electrons lie in the central region (CC) of the calorimeter, we term it a “CC-

CC” Z candidate whereas if both of them lie in the end-cap regions (EC) of the

calorimeter, we call it a “EC-EC” Z candidate. Similarly if one of the electrons
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lies in the central region while the other lies in the end-cap region we term it a

“CC-EC” Z event.

A cut on the recoil of the Z is chosen for minimizing systematic errors in the

detector modeling.

This analysis focuses on the reconstructed CC-CC Z → ee events only.

Finally the requirements for the selection of ideal W → eν events are given as

follows :

• Should possess a “well-defined” electron

• Electron must pass the trigger requirements (L1/L2/L3)

• Missing transverse energy, /ET > 25 GeV

• Transverse momentum of the W recoil (pRecoil
T ) must be low (soft), < 15 GeV

• Reconstructed transverse mass of the W boson should lie between 50 and

200 GeV.

A cut on the W recoil is chosen for minimizing the systematics due to the

detector modeling. In addition they also reduce the QCD background associated

with events at larger values of the W recoil.

Again, this analysis considers only those W → eν events whose electrons lie

in the central region (CC) of the calorimeter.

10.9 Z → e+e− and W → eν Data Samples

So for our analysis with 1.0 fb−1 of collider data we obtain only 18,725 Z →

ee events and 499,830 W → eν events, after satisfying all the above selection

requirements.
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TABLE 10.1

SINGLE EM TRIGGERS USED IN THIS ANALYSIS

Trigger L1 L2 L3

EM HI SH CEM(1, 10) EM(1,12) for runs > 169523 ELE LOOSE SH T(1, 20)

E1 SHT20 CEM(1, 11) none ELE NLV SHT(1, 20)

E1 SHT22 CEM(1, 11) EM(1, 15) ELE NLV SHT(1, 22)

E1 SHT25 CEM(1, 12) EM(1, 15) ELE NLV SHT(1, 25)

L1 triggers

CEM(1,10) one EM trigger tower ET > 10 GeV

CEM(1,11) one EM trigger tower ET > 11 GeV

CEM(1,12) one EM trigger tower ET > 12 GeV

L2 triggers

EM(1,12) one EM candidate with ET > 12 GeV (not present for runs below 169523)

EM(1,15) one EM candidate with ET > 15 GeV

L3 triggers

ELE LOOSE SH T
(1,20)

one electron with |η| <3.0 and ET >20 GeV passing
loose requirements including shower shape

ELE NLV SHT
(1,20)

one electron with |η| <3.6 and ET >20 GeV passing
tight shower shape

ELE NLV SHT
(1,22)

one electron with |η| <3.6 and ET >22 GeV passing
tight shower shape

ELE NLV SHT
(1,25)

one electron with |η| <3.6 and ET >25 GeV passing
tight shower shape
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CHAPTER 11

EVENT GENERATORS

11.1 An Introduction - What is an Event Generator?

We have read in Chapter 5 about a parameterized FAST MC model of the

detector which is used extensively both for the FULL MC and collider data anal-

yses. Hence the next few chapters will be devoted to some information on the

Monte-Carlo. In this chapter we read about the basics of event generation in

Monte-Carlo, the event generators chosen specifically for this MW analysis and

some of the important corrections that need to be considered while generating MC

events. The next three chapters focus on the parameterized FAST MC detector

model. We present an overview of the parameterizations of the two major (elec-

tron and recoil) systems necessary for the W → eν events in Chapter 12, followed

by a description of each of the two systems in Chapters 14 and 15.

An “event” is a list of particles (mesons, hadrons, etc.) along with their en-

ergies and momenta, produced by the collision of a proton-antiproton pair in the

collider. Both theorists and experimentalists have a strong motivation for simu-

lating these events artificially, with the help of the Monte-Carlo (MC) software

packages. The theorists need it to obtain artificial “data” for exploring analy-

sis techniques (rather new discoveries or measurements of parameters) while the

experimentalists would like to use it for similar reasons as well as study the ex-

perimental backgrounds especially when probing for new physics coming from the
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Standard Model (SM). These calculational techniques can be used for the numer-

ical simulation of artificial events for these purposes. These are known as “event

generators” and are capable of simulating highly energetic events such as those

actually produced in particle accelerators of collider experiments.

In this technique, a computer program generates events, which are a list of

particles (π, p, ρ, .....) and their momenta p1, p2, p3, .... that constitute a final

state that could arise from the aftermath of a collision. The program is constructed

in such a way that the probability of generating a final state f is approximately

proportional to the physical probability of getting this same final state in the SM

(or the theory being tested). Thus if the event generator generates weights wn

for the events, the predicted value for an observable described by a measurement

function S(f) is given by

< S >=
1

N

N
∑

n=1

wnS(fn) (11.1)

Since these MC-based event generators are capable of generating complete fi-

nal states, one can use detector simulations to analyze the effects of a deviation

from the ideal detector on measurements. Besides, they are very important for

predicting event rates and topologies, for studies of detector requirements (thus

optimizing detector or trigger designs) and for studies of detector imperfections

(by evaluating acceptance corrections).

The probability to generate an event is proportional to the cross-section for

the event. A typical description of an event simulation has been shown pictorially

in Figure 11.1 and includes the following processes:

1. The incoming hadrons and their momenta which are usually described by

the parton distribution functions.
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2. The “hard scatter” of the process i.e. the direct interaction between the

incoming partons, producing new particles (e.g. W/Z, t quark). In the MC

simulation this is taken care of by the Matrix Element calculations at the

leading order (LO) and/or next-to-leading order (NLO) levels.

3. The QCD radiation from the incoming partons (called initial-state radiation)

and the products of the hard interaction (known as final-state radiation).

Most of this is in the form of soft gluons. This is accounted for by the “parton

shower” (PS) calculations which need to be matched to those describing the

hard interactions [125].

4. The “underlying event” or the interactions from the other partons in the

incoming hadrons, those that did not partake in the hard scatter. This

contribution is built from models based on multiple parton interactions.

5. The “hadronization” process where the radiated partons combine with other

partons to form hadrons. Thus radiated gluons give rise to qq̄ pairs which

combine with other quarks to form hadrons. A variety of models (e.g. Lund

String Model, Cluster Model) attempt to help model this process.

6. Hadron decays, i.e. the ultimate decay products that result from the breakup

of these hadrons

The difference between the different MC event generators in the market is

usually on the basis of the approximations and models that they use for simulating

the above processes.

Thus event generating is built on an extensively theoretical framework. Their

construction and function involves the use of many libraries and models for sim-

ulating the hard processes, the intial- and final-state parton radiations, multiple
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parton-parton interactions, beam remnants, hadronization and particle decays of

the complex physics processes. These topics are the subjects of discussion in the

sections of this chapter with an emphasis on the simulations necessary for this

analysis of the W mass.

Figure 11.1. The typical simulation of an event by an event generator (H
signifies the hard process)

11.2 Simulating the Hard Scatter of the Process

The cross-section of the hard scatter between the incoming quarks is based on

perturbative QCD calculations [126] and is determined by means of the Matrix

Element followed by integration over the phase space. The latter is the crucial part

and is rather difficult. For more details on the Matrix Element technique please
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refer to [127]. The parton showers involve soft and collinear gluon radiation and

the Matrix Element technique cannot be used in this non-perturbative regime of

low momenta. Before we delve into the details of how they are determined, let us

consider the need of simulating the parton showers and hadronizations.

In a hard scatter that produces a vector (W/Z) boson, the production of the

vector boson is simulated first, by generating the four-momentum of the boson

using the model for the differential cross-section describing the boson production

and the mass spectrum, as discussed in Chapter 3. The variables d2σ/dq2
Tdy and

dσ/dQ are treated as probability densities for generating the four-momenta of the

vector bosons. A pair of values of y (rapidity) and qT (transverse momentum) are

picked from the former while a value of Q (mass) is picked from the latter for the

produced boson. Depending on the types of quarks involved in the interactions,

sea or valence, the helicity (λ = +1 or -1) differs. The other characteristics of the

event like the z position of the interaction vertex (zvtx) and the luminosity number

are also generated. The decay of the boson is simulated next. At this point we

know the true pT of the boson and the momenta of its decay products. These

kinematic variables are then used to simulate the observed transverse momentum

of the recoil and the electron, by applying the parameterized detector model.

11.3 What is Parton Showering and Hadronization?

As we know the calculations for the perturbative cross-section just include

the first two processes given above. However it should be kept in mind that we

need the predictions for the “entire event” at the colliders (Tevatron and LHC).

The LO and NLO perturbation theory can give predictions only for the very

inclusive cross-sections and describe the final state in terms of quarks, gluons,
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leptons and photons. These final states are not close to the physical final states.

In an experiment an event is observed by detecting the hadrons (mesons, baryons),

leptons and photons. As we know from quark confinement [1, 2], individual, free

quarks are not found in nature. A high energy parton (quark or gluon) slowed

by the increasing magnitude of the strong force, splits into two daughter partons,

each of which splits into two or more partons. This process can be likened to

the Brehmsstrahlung radiation that occurs in the case of the electron. As this

process continues, the energy of the daughter partons consequently decreases and

a parton shower develops. The partons then combine with other partons giving

rise to many different hadronic states, which are actually observed.

So in order to get the predictions for the complete final state approximately

right, we need to obtain realistic final states, where the outgoing partons are used

to generate the parton showers and subsequent hadronizations as well. This is

accomplished by the parton showering algorithm in the event generators.

Thus all outgoing colored partons must first undergo parton showering and

then combination of the produced partons into hadrons [128]. The term fragmen-

tation is used to describe the soft QCD radiation, splitting and showering of the

partons while the term hadronization is used to describe the subsequent formation

of hadrons. As the parton which was produced in a hard scatter exits the interac-

tion, the strong coupling constant will increase with its separation. This increases

the probability for QCD radiation, which is predominantly at small angles with

respect to the originating parton. Thus, one parton will radiate gluons, which

will in turn radiate qq̄ pairs with each new parton nearly collinear with its parent.

The qq̄ combine with others of their species to form stable colorless hadrons and

so on.

213



11.4 How are Parton Showering and Hadronization Modeled?

Since parton showering produces partons of successively lower energy, it ex-

its the region of validity for perturbative QCD. Analytical calculations of gluon

radiation possesses divergences that make it impossible to calculate the Matrix El-

ement for all the partons in the given phase space. Furthermore, the calculations

are only possible up to a fixed perturbative order. MC event generators solve this

problem through parton shower models that add gluon radiation to the output of

the Matrix Element calculations [129]. These models are essentially phenomeno-

logical and must then be applied to describe the length of time when showering

occurs, and then the combination of colored partons into bound states of col-

orless hadrons, in an inherently non-perturbative way. These phenomenological

descriptions are usually parameterized or expressed with the help of information

from experimental data. Some of the phenomenological models that are used for

describing the parton showering are the Lund String Model (used by PYTHIA)

and Cluster Model (used by HERWIG) and the Fragmentation model. Detailed

discussions of these models are beyond the scope of this thesis.

Thus, despite the simple structure of the tree-level QCD perturbative theory’s

description of the collision and decay processes in an event, the observed high-

energy process usually contains significant amount of modifications, like photon

and gluon bremsstrahlung or loop diagram corrections, that are usually too com-

plex to be evaluated easily in real calculations directly on the diagrammatic level.

The method of modeling the parton showering and hadronization processes is de-

scribed below in the context of the event generators used for this W mass analysis.
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11.5 Event Generators Used for this W Mass Analysis

Two event generators that have been extensively used for the purposes of this

analysis are PYTHIA and RESBOS. PYTHIA has been used for the FULL MC

analysis, since the FULL MC sample was also generated using PYTHIA. RESBOS

describes the collider data better, hence it was used as the event generator in the

FAST MC simulation for the actual data analysis.

The PYTHIA program is a standard tool for the generation of physics processes

that actually occur during the high-energy collisions of nucleons (pp or pp̄). It

comprises of a set of physics models that work coherently for the evolution from

a few-body hard process to a complex multi-hadronic (partonic) final state. Its

objective is to provide a representation of event properties in a wide range of

reactions, within and beyond the Standard Model, with emphasis on those where

strong interactions play a direct or indirect role, thereby producing multi-hadronic

(partonic) final states. Since the physics is not understood well enough to give

an exact description, the program has to be based on a combination of analytical

results and various QCD-based models.

RESBOS, as the name indicates, is another Monte-Carlo event generator that

caters to generating events that model the production and decay of vector bosons.

It utilizes a resummation technique for on-shell vector boson production so as

to correctly include the effects of the polarization and width of the boson to

the distributions of the decay leptons. RESBOS computes the triple differential

cross-section d3σ/dq2
TdydQ for W and Z/γ∗ processes at hadron colliders. As

also mentioned in Chapter 3, it performs a gluon resummation calculation at low

values of the boson pT and perturbative QCD calculations at large values of the

boson pT .
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As mentioned earlier, the W mass is affected by QCD and electroweak (EW)

radiations (emission of gluons or photons). Hence corrections for these effects are

necessary for obtaining the correct W mass. There exist a few Monte-Carlo event

generators for modeling the production and decay mechanisms of pp̄→W/Z +X

but none of them are adequate enough for incorporating all of the QCD and

electroweak corrections associated with the mechanisms. There also exist MC

programs that cater specifically to determining the electroweak corrections to

vector boson production such as WGRAD [130] and ZGRAD [131]. Table 11.1

shows some of the existing generators and programs for pp̄ → V + X, where

V = W/Z, that we have used for purposes of W and Z event generation and

determining electroweak corrections.

TABLE 11.1

AVAILABLE EVENT GENERATORS FOR W AND Z PROCESSES

AT HADRON COLLIDERS

Event Gen. Process QCD EW

RESBOS W,Z NLO -

WGRAD W LO complete O(α), Matrix Element, ≤ 1 photon

ZGRAD Z LO complete O(α), Matrix Element, ≤ 1 photon

PHOTOS QED FSR, ≤ 2 photons
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For the electroweak corrections we have used generators like WGRAD and

ZGRAD. These are MC programs for calculating the electroweak radiative cor-

rections to W/Z boson production at hadron colliders. Thus they are well suited

for cross section measurements since they calculate full matrix elements. They

include the initial-state radiation (ISR), final-state radiation (FSR), photon radi-

ation off the W propagator and other radiative corrections e.g. the interference

between ISR and FSR, self-energy and W and Z box diagrams. PHOTOS [132]

has been used extensively for modeling the corrections due to the emission of up

to two FSR photons. As regards to the effect of the electroweak corrections on the

W mass, the dominant effect comes from the radiation of a single photon off the

final stage charged lepton. The effect from radiation of the second photon comes

next.

Thus, RESBOS interfaced with PHOTOS is used for the purposes of generating

Monte-Carlo events for this analysis. We used WGRAD and ZGRAD to study

the effect of the ISR and other electroweak corrections on the W mass.

11.6 QCD Corrections

We have read in Chapter 5 that the /ET and mT distributions are more influ-

enced by the response of the detector to the recoiling particles, since they makes

use of the inferred neutrino momentum (missing energy). On the other hand,

the shape of the pe
T distribution is directly sensitive to the momentum of the W

boson (pW
T ). The pe

T also contributes in the determination of the transverse mass

mT . Thus a good understanding of the transverse momentum of the W boson is

necessary for measuring the mass from the kinematic distributions.

As mentioned earlier, the pW
T spectrum can be measured more precisely from
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a measurement of the pT distribution of the Z boson (pZ
T ). The idea behind this is

that the formalism that describes the pT of the W has to describe the pT of the Z

and the dilepton pT spectrum from the Drell-Yan [133] production simultaneously.

The pT of the Z bosons can be measured more precisely than the pT of the W

bosons due to the clear signature of their e+e− decay pairs.

At low values of the W and Z momenta, we have read (in Chapter 3) that

the main corrections to the overall cross-section comes from the emission of mul-

tiple soft and collinear gluons. These non-perturbative corrections are carried

out through the gluon resummation formalism described earlier. Theoretical cal-

culations provide a formalism to describe these non-perturbative physics in the

boson pT spectrum, with the help of three phenomenological parameters g1, g2

and g3. These three need to be determined experimentally from Z → e+e− data.

In addition, the pT distribution also depends on the choice of parton distributions

and ΛQCD, the scale parameter in QCD theory [2]. For higher values of boson

momenta, the pT distribution relies on perturbative QCD calculations.

11.7 Electroweak Corrections

As mentioned earlier, the colliding quarks in the intial state, the newly created

W boson and the final-state electron are all capable of radiating photons. Other

electroweak (EW) processes such as interactions with virtual photons or Z bosons

could also lead to photon radiation. All these contribute to an uncertainty on the

W mass. An incorrect estimate of the EW corrections due to photon radiation

can lead to an inaccurate determination of the W mass. The determination of

this systematics will be described in detail in Chapter 19.
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11.8 PDF Uncertainties

The parton distribution functions (PDF) used in the description of the cross-

sections in the event generators also have an uncertainty associated with them.

This stems from the fact that the PDFs are derived from a set of orthogonal

parameters (20 parameters plus the central one in the case of CTEQ6.1 PDF set)

that have been obtained from a fit to the experimental data at a 90% confidence

level. The PDFs have been described in detail in Chapter 3. Details on the

estimation of the systematics will be presented in Chapter 19.
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CHAPTER 12

PARAMETERIZED MONTE-CARLO SIMULATION (PMCS)

12.1 An Introduction - What is the PMCS of the Detector?

In the real world of physics experiments that involve the study of the structure

of matter, collisions between atoms or nuclei or nucleons produce ’events’ which

could be described as sets of outgoing newly created particles produced via the

interactions between two incoming particles, in generic terminology. These events

can be observed by the detector and stored via the data acquisition system of the

experiment, for offline reconstruction and analysis later on.

As part of the requisites for ensuring that the recorded data is the effect of

the true physical processes occuring as a result of the collisions, convoluted with

the effects of the detector on the outgoing products, we need a “virtual reality”

tool that is capable of modeling these physical processes that allow us to carry

out theoretical and experimental studies of these complex multi-particle physics.

The results from the exercise of this tool are compared with the actual results

from the detector and are often used for formulating analysis strategies, setting

detector requirements, estimating corrections and in general, help understand the

ongoing physical processes at an enhanced level of detail.

This indispensible tool that can be used generate physical processes and store

events, pass them through a simulation of the detector so as to convolute its
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effects with the physics of the generated events and furnish them in a format

that can be reconstructed and analyzed later, is called a Monte-Carlo simulation.

The two main types of detector simulations described in the context of this thesis

are the GEANT-based FULL MC simulation and the parameterized FAST MC

simulation. The FULL MC is a minutely detailed, nut-by-bolt, slowly processed,

modeling of the detector. The information from every aspect of the detector is

incorporated into the simulation to ensure that the output is reasonably close

to that from the actual DØ detector. The FAST MC is a fast simulation that

emulates the effects of the detector, as accurately as necessary, with the help of

various parameters. Hence it is aptly referred to as the “Parameterized Monte-

Carlo simulation” (PMCS). It is important here to consider the fact that it only

simulates the effects of the detector, it does not actually model the detector unlike

the FULL MC.

Thus both the FULL and FAST MC simulate the final stage products of parti-

cle (pp̄) collisions at the center of the detector. The starting points are the “event

generators” that are convoluted with the simulations of the detector effects. In

this way, we emulate the same effects on the particles emerging from the simulated

detector as in the real detector. Event generators have been described in detail in

Chapter 11.

Since the FAST MC is developed on the basis of parameters, it is much faster

for use and reuse as compared to the FULL MC. The fact that it incorporates a

very detailed modeling of the structure of the detector for emulating its effects

makes the FULL MC rather slow in its performance.

More details on the FULL MC and the purpose behind using it have been

given in Chapter 17. This chapter deals with the FAST MC. Let us now look
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into the reason behind the FAST MC finding extensive use in the context of the

W mass analysis followed by a mention of some of the important aspects of the

FAST MC simulation.

A standard procedure for determining the W mass or width (MW or ΓW )

involves fitting the distributions of mT , p e
T or p ν

T (/ET ) measured from the collider

data to the simulated template distributions. These high statistics templates are

generated at different values of the electroweak parameter being measured (MW or

ΓW ). This demand for many such templates necessitates the development of the

FAST MC model of the detector. The parameterized detector should model the

relevant observables from the real detector as accurately as necessary by recreating

the underlying physics of the W boson produced in pp̄ collisions and by simulating

the response of the DØ detector for these events. It accomplishes all of the above

requirements with the help of various parameters that are tuned to describe the

effects of the detector. The use of parameters for modeling the detector effects

makes the FAST MC a fast-to-use and relatively easy-to-handle executable, which

is extremely important, given the fact that it can be used repeatedly for obtaining

results over a short time scale when performing a diagnostic study or generating

templates of different varieties or testing a part (or whole) of the analysis for a

range of parameters, etc.

The W mass group employs the following approach for its parameterized de-

tector simulation - use of PYTHIA [107] or RESBOS [87] Monte Carlo generators

for the production and decay of the vector (W/Z) bosons followed by the smearing

of the four momenta of the decay products (E, px, py, pz) using the custom-built

software package called wz epmcs [134]. This wz epmcs contains the modeling of

the detector effects in a parameterized form [104]. Such a parameterized, Monte-
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Carlo based, detector simulation is always referred to as the “Fast Monte Carlo”

(FAST MC) throughout this thesis.

In order to emulate the effects of the detector for the W mass analysis, the

FAST MC makes use of various efficiencies which help it to identify correctly and

thus select the required signatures of the electron and neutrino, as precisely as

necessary for the analysis. Broadly speaking, these efficiencies are like probabilities

modeled as a function of the event selection requirements or detector conditions,

such as the efficiency of matching an EM cluster to a track or the efficiency of

triggering on electron-like objects. They are derived from the behavior of the real

detector to the decay products of the events. A detailed discussion of the types

and functions of the efficiencies has been given in the next chapter.

The FAST MC is also an indispensable tool for modeling the signatures of

the W (or Z) events as observed in the real detector. In other words, for a W

event, it models the electron energy, recoil energy and consequently the missing

energy. For modeling these energies with the help of parameters, it is essential

to know the effects of the detector on these signature particles, in terms of its

response, resolution (smearing effect), addition of energies from other sources such

as photons emitted from the leptons, etc. In the subsequent sections let’s get an

overview of the way the signatures of the W event are modeled in the FAST MC.

Further details of the modelings are given in the subsequent Chapters 13, 14

and 15.

12.2 Modeling the Electron Energy Response and Resolution

In the FAST MC, the energy from the FSR photons that are very close to the

electrons are added to the electron energy. The electron energy is then modeled
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in the following way:

pe
T (meas) = Ee(meas) = REM(E0) ⊕ σEM(E0) + ∆E(L, u‖) (12.1)

Here Ee is the smeared energy (equivalent of reconstructed energy in data) while

E0 is the true (generated) energy of the electron. REM is the response and σEM

is the resolution of the detector for EM objects. ∆E is the energy in the electron

reconstruction cone from sources other than the electron, such as the hard recoil

(see Section 12.3), energy from the underlying event, pileup and zero-suppression

effects. Since the contribution from additional pp̄ interactions depends on lumi-

nosity (L), ∆E is parameterized as a function of luminosity and u‖. It needs to

be subtracted from the smeared energy of the electron.

The energy response of the EM calorimeter for the electron is modeled with

the help of the following parameters:

REM(E0) = α× E0 + β (12.2)

where α is the scale factor of the calorimeter and β is an offset.

The resolution of the EM calorimeter is modeled as in the usual case of a

sampling calorimeter.

σEM(E0)

E0

=

√

C2
EM +

S2
EM

E0

+
N2

EM

E2
0

(12.3)

Here CEM is the constant term, NEM is the noise term and SEM is the sampling

term for the EM calorimeter. Due to the presence of extra material in front of the

calorimeter in Run II as compared to Run I, the sampling term now depends on
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the electron energy and angle of incidence of the electron. More information on

these terms have been provided in the Chapter 14.

The final smeared energy of the electron can be given in a combined way as:

Ee(meas) = REM(E0) + x ∗ σEM(E0) + ∆E(L, u‖) (12.4)

where x is a random variable from a normal gaussian distribution constructed at

zero mean and unit width.

12.2.1 Electron Angular Resolution

The angular resolution of the electron is modeled in the following way:

ηmeas = ηgen + y ∗ ση (12.5a)

φmeas = φgen + z ∗ σφ (12.5b)

Here ση and σφ are the η and φ resolutions of the tracking system. The amount

of smearing is determined with the help of random variables (y and z) chosen

from a gaussian distribution with zero mean and unit width. The values of the

two parameters were determined to be ση = 2 × 10−3 and σφ = 0.4 mradian, by

comparing the ∆η and ∆φ of the two reconstructed muons with those of a single

cosmic muon that went straight through the detector.

For a thorough description of the electron modeling please refer to Chapter 14.
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12.3 Modeling the Recoil System

The hadronic recoil for this analysis is modeled by splitting it up into two

components, modeling each one of them separately and then combining them

with the help of some tunable parameters. The two basic components are called

the “hard” and “soft” components. The hard component as the name suggests,

comprises of all the partons that recoil against the vector (W/Z) boson in the hard

scatter. The soft component is made up of the contributions from the underlying

event, the additional pp̄ interactions, pileup and noise from the same or previous

beam crossings.

The underlying event refers to the interactions of the spectator partons in

the same pp̄ hard scatter that produced the vector boson. The additional energy

contribution comes from the other pp̄ interactions that occur in the same bunch

crossing, pile-up and noise effects. The part of the recoil present under the electron

cluster is added back to the recoil. The energy of the FSR photons that are very

far away from the parent electron are considered as part of the recoil and are

added to it. Thus in the FAST MC, the observed recoil momentum is modeled in

the following way:

~uT (meas) = ~u HARD
T + ~u SOFT

T + ~u ELEC
T + ~u FSR

T (12.6)

where ~u HARD
T is the hard component obtained in a parameterized form from the

recoil of Z → νν events, ~u SOFT
T is the soft contribution modeled from minimum

bias and zero bias events. ~u ELEC
T represents the part of the recoil under the

electron window and ~u FSR
T is the contribution from the FSR photons that are too

far away from their parent electrons and thus form part of the recoil.
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A detailed description of the recoil modeling has been provided in Chapter 15.

12.4 Missing Transverse Energy

In the FAST MC, the transverse component of the missing energy is calculated

from the transverse momenta of the electron and recoil. Since we model the

electron and recoil momenta, the missing energy is inferred from the two systems

by means of the following:

~/ET (meas) = −~p e
T (meas) − ~uT (meas) (12.7)
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CHAPTER 13

MODELING THE EFFICIENCIES IN PMCS

13.1 A Brief Introduction

In this chapter we describe the efficiency model that helps simulate the effects

of the detector on the electron in the FAST MC. In data and FULL MC, the

electron is identified, reconstructed and selected on the basis of certain conditions

that are imposed to ensure that only genuine electron candidates which fulfill the

kinematic and geometrical acceptance requirements of the analysis are selected.

These criteria have to be modeled in the form of electron reconstruction, identifi-

cation and selection efficiencies in the FAST MC if it is to emulate the detector

effects correctly. For example any pT or energy (E) dependent electron efficiency

shapes the electron pT and mT distributions and the electron resolution depends

on the detector η (pseudorapidity), so it is imperative that these efficiencies are

modeled well.

A detailed look at the factors that make electron efficiencies important:

1. Geometric acceptance - An electron cluster can only be reconstructed if it is

present in the fiducial regions of the calorimeter. Clusters that fall inside the

poorly instrumented intermodular (or phi-crack) regions of the calorimeter,

partially or entirely, are often reconstructed with an incomplete amount of

information and thus possess a bias.
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2. Non-uniform Detector efficiency - Physical imperfections of the detector and

the presence of uninstrumented or passive material in front of the detector

could make some regions more efficient than others.

3. Dependence on SMT - The requirement of at least one SMT hit on the

electron tracks for purposes of track reconstruction is only feasible if the

track actually passes through the SMT. Besides, the efficiency of the SMT

could depend on the angle of incidence of the particles.

Electron efficiencies depend not only on the single electron but also depend

strongly on the information carried by the rest of the event. For example the

“amount” of hadronic activity in an event influences the electron reconstruction

and ID efficiencies. This is described by the scalar ET (SET) of the event which is

a measure of the total transverse energy flow in the event. The orientation of the

hadronic activity with respect to the electron can also impact its reconstruction

as shown in 5.1. The powerful variable of u‖ is used to describe this effect. The

u‖ is defined as the component of the recoil vector lying in the direction of the

electron. Hence our electron efficiencies are built on a per-event basis which takes

into account the correlations existing between the electron and the rest of the

event.

The description of the electron efficiencies in the FAST MC simulation is rather

complex. We follow a step-by-step approach to build our model. With the help

of single electrons we model the basic effects like geometrical acceptance, angular

effects of the detector, efficiencies dependent on the transverse momenta of the

particles, etc. Then we add the “perturbative effects”, they are small variations

to the model based on the effects from the additional activities in the event as

seen by the entire calorimeter. These effects are parameterized as a function of
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SET and the electron pT . These additions are followed by another iteration of

refining the efficiency model by taking into account the relative orientation of the

hadronic activity and the electron, in the form of a parameterization as a function

of u‖.

The initial studies of the pT dependences of the electron efficiencies are done

with the help of single electron FULL Monte Carlo (MC) events. These are sim-

ple counting experiments performed conveniently since the generator-level and

reconstructed-level information about the MC electrons is known well. The per-

turbative effects due to the “rest of the event” are also derived from FULL MC

events. This is because the FULL MC model is rather detailed and provides a lot

of information on the correlations between the different observables like u‖ and

SET. It is not possible to obtain this from data alone. However since the efficiency

model has to be tuned to reflect the effects as seen in real data in the end, there

is a final accounting of the pT -dependences using a data-driven method.

Another factor that needs to be considered here is that in our step-by-step

model, where we incorporate the effects from one observable at a time, the kine-

matics of the Z → e+e− production and decay lead to correlations between the

different observables. For example using a pT -dependent-only electron efficiency

to generate Z → e+e− events causes the observed electron efficiency to have a

u‖ dependence and vice versa. Similarly any SET dependent efficiency will be a

strong source of an apparent u‖ dependence, as a result of an interplay between

the efficiency model and the kinematics of the event. Hence these correlations

lead to double or multiple counting of the inefficiencies when building the effi-

ciency model with one observable at a time. This “double counting” needs to be

removed. This is done by considering the ratios of data to FULL MC efficiencies
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and then refining the apparent efficiency in the FAST MC to make it look like

data.

Let us now look at the geometrical acceptance conditions for the electrons and

the different efficiencies employed for the electron reconstruction and identification

in more detail. However, first let us read about the simulation of the primary

vertex in the parameterized Monte-Carlo.

13.2 Primary Vertex Simulation

We require that the primary vertex of events lie within |z| < 60 cm and the

electrons be centrally located (i.e. ηdet < 1.05) for the final analysis. Since the

electron ηdet depends on its physics η (ηphys) and position of the primary vertex ,

it is necessary to have a model for predicting the primary vertex distribution in

the FAST MC. The shape of the luminous region depends on the shapes of the

p and p̄ bunches and on the β∗
x and β∗

y
1 of the interaction region. This trans-

lates to the width of the primary vertex distribution (σz) depending on the run

range and instantaneous luminosity. The σz is determined from the zero bias

(ZB) events collected from each of the 15 data taking epochs, each epoch differ-

ing from the other on the basis of the trigger list and change in the luminosity

electronics. The primary vertex distribution (zvtx) from each of the data taking

epochs is parameterized and expressed with the help of three parameters [135].

This parameterization is used to simulate the zvtx in the FAST MC.

1The β function is a measure of the beam width. This amplitude function details how the
beam changes around the accelerator. There are separate β functions for the x and y planes.
The square root of β∗

x
is proportional to the beam’s x-axis extent in phase space.
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13.3 Electron Geometrical Acceptance

For the W mass measurement, we require that the electrons be located in the

fiducial region of the CC. This means that we impose a fiducial requirement for the

reconstructed EM cluster to be located away from the EM module boundaries.

This requirement retains the interior 80% in azimuthal space of each module.

Figure 13.1 shows the end view of the central calorimeter and the detailed design

of the EM calorimeter in the vicinity of the edges of two modules. Near the very

edge of each EM module, there are no electrode pads and the electric field is

not uniform. Due to the shortening of the time for charge integration in Run II,

we collect a much smaller fraction of the total charge. Therefore, the electron

response near the boundary region is more degraded in Run II than in Run I.

The EM section of the CC consists of 32 modules azimuthally, hence each

module is about 2π/32 ∼ 0.2 radian wide in φ and covers the CC region of -1.2

≤ η ≤ 1.2. The EM1, EM2 and EM4 layers of an EM module possess 2 readout

cells each, at a “fixed η” width of 0.1. The EM3 layer contains four readout cells

at a “fixed η” width of 0.1, so each cell is 0.05 radian wide both in η and φ. A

special intra-module variable called PhiMod=fmod(32φ/2π, 1.0) is used to denote

the φ of the cluster or track position within a module of unit width. The central

value of PhiMod (0.5) is thus the inter-cell boundary, the values close to 0 and 1

are the two edges of the module boundaries.

The cluster position (φEM) is given by the φ of the reconstructed EM cluster

while the track position (φtrk) is defined by the extrapolation of the electron

trajectory from the primary vertex to the third layer of the EM calorimeter (EM3).

There are two effects resulting from the geometrical structure of the calorimeter

modules.
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Figure 13.1. Left: End view of the central calorimeter showing the
arrangement for electromagnetic (EM), fine Hadronic (FH) and coarse
hadronic (CH) modules. Right: Construction of central calorimeter EM
modules in the region near module boundaries. Signal boards have the

electrode pads for signal collections, readout boards carry traces
bringing the signals to the module ends

1. PhiMod Efficiency: Due to the arrangement of the electrode pads and the

non-uniform electric fields, the efficiency to find electron clusters within a

module varies with the φ of the incident particle [136].

2. PhiMod Shift (or bias): Due to the current EM clustering algorithms and the

electronics used, the azimuthal angle φEM of the electron cluster, calculated

from the electron energy deposited in the third EM layer, is biased towards

the center of the module [137, 138].

An understanding of the PhiMod effect (both efficiency and bias) is important

for understanding the measured Z boson transverse momentum (pZ
T ) distribution,

which in turn affects both the electron transverse momentum (pe
T ) and recoil
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system pT distributions. Both the efficiency and bias are measured using electrons

from Z → e+e− decays. After extrapolating the track to the EM3 layer we

determine the probability for matching it to a reconstructed EM cluster, thus

giving us the efficiency. We also measure the distance between the extrapolated

track and EM cluster positions which gives us an idea on the bias present.
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Figure 13.2. Left: Difference between φEM and φtrk

(fmod(32(φEM − φtrk)/2π, 1.0)) in module units vs track Phimod
(fmod(32φtrk/2π, 1.0)). Right: PhiMod efficiency as a function of the

extrapolated track PhiMod

Figure 13.2 on the left shows the PhiMod bias, namely fmod(32(φEM−φtrk)/2π, 1.0)

vs the PhiMod of the extrapolated track position across the module (fmod(32φtrk/2π, 1.0)).

Since φtrk is unbiased, we can see a strong tendency for the φEM to move towards

the center of the module. Figure 13.2 on the right shows the efficiency of finding

an EM cluster vs PhiMod in data. For the final analysis, we only keep electrons

with 0.1 < PhiMod < 0.9. For more details on the phimod efficiency and bias
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please refer to [139].

13.4 Trigger Efficiency

The DØRun IIa W → eν data taking epoch spanned four trigger periods. The

trigger selection efficiencies are parameterized using the “tag-and-probe” method

and are shown in Figure 13.3 for all the four trigger periods.

The “tag-and-probe” method considers one electron from the Z → e+e− events

as the “tag electron”, this electron is required to satisfy all of the required selection

criteria (both loose and strict cuts). The other electron is required to satisfy

the loose selection criteria that are not correlated with the selection cut that is

being tested first, for it to be called a “probe”. After passing the initial selection

the probe is now tested for qualifying the particular selection cut for which the

efficiency is being made. The efficiency is plotted as the ratio of the number of

events that qualify to the total number of events.

In the case of trigger efficiency, the tag electron is required to pass all the

standard electron selection criteria and the trigger requirements. Then the probe

electron is checked to see if it satisfies the trigger requirements or not. To pass

a trigger requirement an electron must have a matching trigger object at each

of the trigger levels (L1/L2/L3) which passes all the cuts for the corresponding

trigger. The electron candidate to trigger object matching requirements are ∆R

=
√

∆η2 + ∆φ2 for L1, L2 and L3. The correct trigger efficiency for the FAST

MC is obtained by sampling from the measured efficiency distributions.

235



pT [GeV]
0 20 40 60 80

E
ff

ic
ie

n
cy

0

0.2

0.4

0.6

0.8

1

pT [GeV]
0 20 40 60 80

E
ff

ic
ie

n
cy

0

0.2

0.4

0.6

0.8

1

pT [GeV]
0 20 40 60 80

E
ff

ic
ie

n
cy

0

0.2

0.4

0.6

0.8

1

pT [GeV]
0 20 40 60 80

E
ff

ic
ie

n
cy

0

0.2

0.4

0.6

0.8

1

Figure 13.3. Trigger efficiency vs. electron pT for four different trigger
periods. Top left: v8-11, top right: v12, bottom left: v13 and bottom

right: v14

13.5 Preselection Efficiency

This efficiency quantifies the probablity for reconstructing electrons as calorime-

ter clusters on the basis of EM fraction and isolation cuts only. No shower shape

cuts are included in the selection criteria.

We use the Z → e+e− events collected from real data using the single EM

trigger for deriving this efficiency. The tag electron for this efficiency is a well

identified electron matched to a track, lies in the CC or EC calorimeter and has

fired the electron trigger. The probe is an isolated track satisfying the isolation

conditions in the tracker with a pT > 12 GeV. The extrapolated track position
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should lie either in the CC or EC region. The invariant mass of the EM cluster

and the extrapolated track should lie between 70 and 110 GeV. This probe is then

required to find a matching EM cluster with pT > 15 GeV in ∆R =
√

∆η2 + ∆φ2

space. The fraction of such events give the efficiency.

Figure 13.4 shows the preselection efficiency. For the purposes of this analysis

it is fairly linear in the CC region from -1.05 < ηdet < 1.05. It drops off at

the extremities of the CC (|ηdet| > 3.0) and in the very forward EC regions. The

dependence of the preselection efficiency on ηdet is simulated in the FAST MC. The

pT and ET thresholds used to measure the efficiency are well below the analysis

threshold and have no impact.

13.6 EMID (HMatrix) Efficiency

This model of the electron identification efficiency quantifies the probability

for reconstructing electrons on the basis of their EM fraction, isolation and shower

shape requirements. The electrons being tested have already been reconstructed

partially as clusters and have fired the single EM trigger in the real data. This

modeling is done in two steps.

We first derive the electron efficiency as a function of detector η (ηdet). For this

electrons from Z → e+e− events are used. Electrons identified as track matched

clusters (in the CC or EC regions of calorimeter and with pT > 25 GeV) are

considered as the tag whereas clusters matched to tracks are considered as the

probe. Each probe is then tested to see if it satisfies the HMatrix criteria. The

efficiency is defined as the fraction of events which pass the HMatrix requirement.

Figure 13.5 shows this HMatrix efficiency as a function of ηdet and this his-

togram is used in the FAST MC to simulate the average HMatrix efficiency. It can

237



det
ηElectron 

-3 -2 -1 0 1 2 3

E
ff

ic
ie

n
cy

0.8

0.85

0.9

0.95

1

Figure 13.4. The efficiency for reconstructing a loose EM cluster. The
efficiency is almost flat over the η region used here (|ηdet| < 1.05)

be seen that the efficiency drops a little towards the forward EC regions. However

since the dependence of the simulation on the detector eta is small, the drop does

not have a significant impact.

The efficiency is re-derived as a function of electron pT in different bins of

detector η. This is done via a simple counting method, uses single electron FULL

MC events and is defined as the number of events that pass all the identification

(ID) requirements including EMF, isolation and HMatrix to the number which

pass the preselection.

Figure 13.6 contains a set of diagrams showing this efficiency. Evidently there
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are non-trivial inefficiencies and kinematic variations over the range of η.

As mentioned earlier, this electron ID efficiency is derived from simulated

single electrons and not Z → e+e− events as in the earlier case. Hence the

additional contribution from the effects due to the rest of the event comes by way

of perturbative corrections and is explained in the Section 13.10.
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Figure 13.5. The ηdet dependence of the final EM ID requirements
relative to the preselection

13.7 Track Matching Efficiency

This efficiency characterizes the probability of the electrons to be reconstructed

as a cluster matched to a track. The electrons being tested have already been

partially reconstructed as clusters after qualifying all the calorimeter cuts (EM

239



pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -1.1η-1.3 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -0.9η-1.1 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -0.7η-0.9 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -0.5η-0.7 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -0.3η-0.5 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < -0.1η-0.3 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 0.1η-0.1 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 0.3η0.1 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 0.5η0.3 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 0.7η0.5 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 0.9η0.7 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 1.1η0.9 < 

pT, GeV
20 40 60 80 100

0.6

0.7

0.8

0.9

1

1.1
 < 1.3η1.1 < 

Figure 13.6. The η and pT dependence of the EMID efficiency for single
electrons relative to the preselection efficiency. Each pane shows the pT

efficiency in a given η bin. The bins are 0.2 units wide in η and cover the
range −1.3 ≤ η ≤ 1.3, and the horizontal axes run from 20 GeV to

100 GeV
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fraction, isolation, HMatrix). The track matching requirement is actually a com-

bination of the efficiencies to reconstruct a track, match the track to a cluster

and for the track to have a SMT hit. The probe track is required to have a SMT

requirement and be located in the immediate vicinity of the cluster. The selection

does not include a cut on the pT of the track hence avoiding the efficiency of the

cut. The tracking resolution and the pT are modeled separately in FAST MC.

This modeling of the efficiency is also performed in two steps. We first quantify

the efficiency as a function of detector η and primary vertex (vtxz). The tag is an

electron from Z → e+e− collider data that has satisfied all the criteria for a track

matched electron. So it is located in the CC or EC regions of the CAL, has pT >

25 GeV and has fired the single EM trigger. The probe is a reconstructed cluster

that has pT > 25 GeV. It is then required to match to a track. The efficiency is

given by the fraction of events in which there is a second track match.
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Figure 13.7. Left: The tracking efficiency as a function of η and vertex z
position shown as a lego plot. Right: Shown as a box plot
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Figure 13.7 shows this electron efficiency. As seen, this is a very important

effect, mostly dependent on geometry. The SMT hit requirements are necessary

for track reconstruction and points to the fact that tracking detectors seem to

have a higher hit efficiency for non-normal tracks.

The second part of this efficiency involves its re-derivation showing its depen-

dence on electron pT in different bins of detector η. This is done via a simple

counting experiment using the same single electron FULL MC events as in the

EMID efficiency. The resulting efficiency is defined as the number of single elec-

trons which pass the combined calorimeter and track requirements divided by the

number which pass just the calorimeter requirements.

The efficiency has been shown in Figure 13.8. We notice significant ineffiencies

and differences in pT over our range of η. As in the EMID efficiency, the modeling

of this efficiency also incorporates the effects from the “rest of the event”. These

are introduced as small corrections later on in Section 13.10.

Both the track matching efficiencies described here have been modeled as a

function of η. Hence the inefficiencies related to η come in twice as a result of

double counting. These η-related inefficiencies are removed by renormalizing the

individual curves in Figure 13.8, so that they all predict the same efficiency at

electron pT = 45 GeV.

13.8 Overall Hadronic Activity (SET) Efficiency

This efficiency takes into account the effect of the “rest of the event” on the

electron. Thus it contains the contributions from the hadrons that recoil against

the vector boson (W or Z) and contributions from the multiple interactions of the

spectator quarks and additional pp̄ interactions. This hadronic activity is present
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Figure 13.8. The tracking efficiency as a function of η and pT

determined using single electron events. Each panel shows the pT

efficiency in a given η bin. The η bins are 0.2 η-units wide and cover the
range −1.3 ≤ η ≤ 1.3, and the horizontal axis in each figure runs from

20 GeV to 100 GeV
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over large regions of the detector and so can easily overlap with the energy cluster

of an electron and obscure its signature. We use the scalar ET (SET) to quantify

this hadronic activity in an event. Scalar ET of an event is defined as the energy

of all the calorimeter cells in the plane transverse to the beams, except those that

belong to the electron clusters.

An initial estimate of the SET efficiency is in the form of a per-event efficiency

as a function of the SET of the ZB events used for the overlay in the FULL MC.

The advantage of using the FULL MC is that the SET contribution from the ZB

event does not reduce the apparent SET as it comes from the ZB events only and

is known beforehand. However, even though we construct the model using the

SET of the ZB events, all parameterizations apply to the total SET of the event.

Thus FULL MC Z → e+e− events are used with the standard recoil (uT ) cut

relaxed to 30 GeV and the reconstruction efficiency is defined simply as the number

of selected events divided by the total. This efficiency is derived as a function of

the SET of the ZB event on a per-event basis. However the implementation of

this efficiency in the FAST MC requires one to consider the combined effects

of the other electron efficiencies and an initial estimate of the u‖ efficiency that

are already present in the FAST MC. Hence the parameterization of the SET

efficiency uses a simple polynomial function with coefficients. The coefficients are

adjusted so that the SET efficiency of the FAST MC as a function of the ZB

SET matches that observed in the FULL MC. This procedure is done separately

for the Z → e+e− and W → eν events. The resulting polynomials are shown in

Figure 13.9.

However this simple modeling of the SET efficiency turns out to be precise

enough for obtaining closure in the W mass measurement but not in the measure-

244



SET (GeV)
0 50 100 150 200 250

P
er

-e
ve

n
t 

ef
fi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

 e e→Z 

ν e →W 

SET efficiency

Figure 13.9. The event reconstruction efficiency as a function of SET
shown separately for Z and W FULL MC events. The polynomial fits

are used in the FAST simulation

ment of the W width. This arises due to the fact that the width measurement

is very sensitive to the high pT tail of the electron (pe
T ) or transverse mass (mT )

distributions.

It takes a trivial discussion to understand that the reconstruction of a high-pT

electron (say pT = 80 GeV) is easier since it is more robust against the additional,

unrelated hadronic energy in the event, compared to an electron with pT = 25

GeV. The same amount of hadronic energy will have less impact on the shower

shape or the estimate of the cluster position of a high-pT electron cluster than a

low pT one, when superimposed on both of them.

Thus this simple efficiency model needs refinement. Small perturbations in

the form of multiplicative correction factors depending on electron pT and SET

are added to this per-event efficiency. These perturbative corrections are obtained
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for each electron (one for W , two for Z) by comparing the FULL and FAST MC

as a function of ZB SET, in different bins of the pT of reconstructed electrons.

They are derived separately for the Z and W events. The resulting per-electron

correction factors have been shown in Figure 13.10.

While some aspects of the shape of the correction functions might be trivial

to understand, some might look confusing. This is because we are dealing with

different competing physical effects. As we know, the SET contribution from the

spectator quarks and the additional pp̄ collisions in the same bunch are not cor-

related to the hard scatter that produces the vector boson and hence the electron

direction. Hence an increase in the SET from these sources is likely to drown

the electron signature. This is the effect seen in most pT bins. However there is

another underlying effect. This arises from the fact that the SET contribution

from the recoil (due to the hard scatter) is correlated with the relative direction

of the electron and the recoil. The vector boson tends to be highly boosted when

the SET contribution from the recoil is large enough. In this event, if the electron

is emitted in the direction of the travelling boson, the event possesses high elec-

tron pT along with high SET and the recoil is directed away from the electron.

Thus the effect of high pT electrons having high SET efficiency are seen. In the

alternative case, electrons are emitted against the boson direction. This leads to a

high SET contribution but low electron pT from the event and the hadronic recoil

is closer to the electron on an average, thus drowning its signature. We now see

the effects of low pT electrons having low SET efficiency. We observe this in most

bins of Figure 13.10.

As mentioned earlier, the incorporation of the pe
T dependence into the SET

efficiency has a minor impact on the W mass analysis. In addition the high-mass
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events responsible for the shape of the high pT correction distributions do not

impact the W mass because these regions are far away from the Jacobian edge,

the relevant region for the W mass. These effects are however non-trivial for

the W width which includes the tail of the transverse mass distribution in its

measurement. Thus the efficiency at high pT and the uncertainties from data/MC

in the relative weights of the different contributions to the SET are important for

the W width analysis.

SET (GeV)
0 20 40 60 80 100 120 140

p
er

-e
le

ct
ro

n
 c

o
rr

ec
ti

o
n

 t
o

 e
ve

n
t 

ef
fi

ci
en

cy

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

(e) < 30 GeV
T

25 < p
(e) < 35 GeV

T
30 < p

(e) < 40 GeV
T

35 < p
(e) < 45 GeV

T
40 < p

(e) < 50 GeV
T

45 < p
(e) < 60 GeV

T
50 < p

(e) < 70 GeV
T

60 < p
(e)

T
70 < p

SET efficiency perturbation
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13.9 Recoil Related (u‖) Efficiency

The effects described in the previous section arise mostly due to the overall

energy content of the detector and are largely uncorrelated with the boson. How-

ever the proximity of the hadronic recoil to the electron also interferes with its

identification and reconstruction. This impact of this is assessed by means of the

u‖ which is defined as the component of the recoil in the direction of the electron.

The u‖ efficiency and a “scaling law” that accounts for the difference between Z

and W electrons are parameterized from the Z → e+e− and W → eν data and

FULL MC samples.

The u‖ efficiency is described for positive and negative values of u‖. Fig-

ure 13.11 shows the u‖ efficiency in data for the Z and W events. Negative values

of u‖ indicate that the recoil is directed almost opposite to the electron, hence it

does not interfere with the electron identification and the efficiency is about 90%.

Positive values of u‖ imply that the recoil is close to the electron direction and

hence the efficiency of identifying and reconstructing the electron decreases as the

u‖ component increases.

In the FAST MC an electron efficiency dependent solely on u‖ will not work

because the presence of the pT and SET dependent efficiencies together with the

kinematics of the vector boson decay leads to an apparent u‖ related inefficiency.

Events possessing FSR photons also lead to u‖ inefficiencies. Events which have

FSR photons possessing energies comparable (or greater than) to the energy of

the mother electron might get misconstructed as electron clusters and eventually

fail event selection thus counting as an inefficiency. However their recoils will

possess large contributions from u‖ due to the inclusion of the FSR-emitting elec-

tron. Thus the u‖ efficiency needs to be modulated to take into account these
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inefficiencies.

For the parameterizations in the FAST MC [140], the value of the “kink point”

(between the flat line and slope) is determined from data (or FULL MC in the

case of FULL MC analysis) and the slope is adjusted in such a way that the slope

of the apparent (overall) u‖ efficiency is the same in FAST MC as in data (or in

FULL MC). In Figure 13.11, the agreement for the Z is very good over the full

range. The non-trivial features at negative u‖ are described well by the FAST MC.

The “dip” at negative u‖ is a result of the combined effects of the SET efficiency

and FSR photons which result in some inefficiency. The agreement for the W is

also remarkable. The minor disagreements beyond -15 GeV < u‖ < 15 GeV are

outside the range of our MW analysis.

13.10 Final Efficiency Corrections Based on Electron pT : Tag and Probe

We come to the end of modeling the different aspects of our electron recon-

struction and identification inefficiencies. At this point we expect our model to

describe all geometrical and pT -dependent aspects of the electron efficiencies. For

modeling the effects related to the pT -dependences, we have used the detailed

simulations extensively. For e.g. the correlations between the electron pT , the

electron ηphys and the event SET have been modeled in details in the FAST MC.

However these tuning procedures cannot be repeated in data, mainly because we

do not have the generator level information and there aren’t enough events for

detailed studies and parameterizations.

However since we’ve developed a FAST MC that models the FULL MC detec-

tor efficiencies well enough, we perform a check to see if there are any differences

between the data and FULL MC, as regards to the pe
T dependence of the selection
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Figure 13.11. The efficiency as a function of u‖ in FULL and FAST MC.
Excellent agreement is found

efficiency. Any small discrepancies between the data and FULL MC simulation

are parameterized as a function of electron pT and η and incorporated into the

FAST MC, in the form of a corrective ratio, for a better match.

We use the standard tag and probe method again on Z → e+e− events. We

compare data and FULL MC and compare the pT dependence of the efficiency.

Figure 13.12 shows the pT dependence of HMatrix for CC electrons in the data and

FULL MC (left) and the corresponding ratio (right). It is evident that both the

data and FULL MC have the same pT dependence to within errors from limited

data statistics and hence their ratio can be fit with a straight line with a good
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χ2/dof. A similar behavior is seen for the track match as shown in Figure 13.13.

With these tunings we can rest assured that the pT dependence of the efficien-

cies measured from FULL MC is valid for the data measurement, over the range

of interest.
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Figure 13.12. Left: pT dependence of HMatrix for CC electrons in
data(black) and FULL MC(red). Right: Ratio between the black and

red curve in the left plot
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CHAPTER 14

SIMULATING THE ELECTRON ENERGY IN THE PMCS

14.1 A Brief Introduction

This chapter details the various steps undertaken to model the energy of the

electron in the FAST MC for the collider data analysis. Since the FAST MC is

a parameterized detector model, the generated (true) energy of the electron is

smeared with the help of parameters to give a value corresponding to the recon-

structed energy in data. Some corrections are also added. The chapter begins with

a recap of the reconstruction of the electron energy in data and then details the

parameterization of the electron energy response and resolution. The contribu-

tions from the underlying energy and FSR photons have also been described. The

last section deals with the impact of the non-linearity of the energy-loss functions

on the analysis.

14.2 Reconstruction of the Electron Energy in Data

As we have read earlier, both in collider data and FULL MC, energy clusters

corresponding to electrons in the calorimeter are reconstructed by DØRECO to

determine the electron energy in a W event. Energy content of the cells in all

the four EM layers (EM1, EM2, EM3, EM4) and FH layer of the calorimeter

are added up. This approximately corresponds to a simple cone algorithm that
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considers the energy deposition in a cone of radius ∆R = 0.2 in the η − φ space

∆R =
√

∆η2 + ∆φ2 (14.1)

This reconstructed or measured energy includes the effects of the detector on the

incident electron, the non-electron energy (e.g. from recoil), the effects of zero

suppression, energy lost due to the presence of significant amounts of uninstru-

mented material in front of the calorimeter, the multiple parton interactions, pile

up and due to final-state radiation of photons. During the reconstruction process

by DØRECO corrections are made to account for some of the effects due to zero

suppression and energy lost in the dead material.

14.3 Parameterization of the Electron Energy in the FAST MC

In the FAST MC, the reconstructed (measured) energy of the electron is mod-

eled with the help of some parameters. The effects of the detector that need to

be considered here are its response to the energy of the electron, its smearing

effect on the energy (resolution) and some other adjustments or corrections to the

detected energy. The final, smeared energy is the corresponding equivalent of the

reconstructed energy in data. The detector effects are applied to electrons gener-

ated from PYTHIA or RESBOS. Hence the various components that comprise the

modeling of the electron in the detector can be expressed in the following way:

Emeas = Eresponse + Eresolution + ∆E(L, u‖) (14.2a)
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which can also be expressed as follows:

Emeas = REM(E0) + σEM(E0) + ∆E(L, u‖) (14.2b)

here REM(E0) is the response and σEM(E0) is the resolution of the calorimeter.

∆E is the non-electron energy (from recoil) measured as part of the electron

energy and needs to be subtracted from the measured energy.

14.3.1 Parameterization of the Electron Energy Response

We adopt a linear model to describe the electron energy response of the

calorimeter in the FAST MC. It is given as follows:

Eresponse = α× Etrue + β (14.3)

α is the parameter denoting the scale while β is the offset for the electron energy.

Etrue is the energy that the electron is generated with in the FAST MC. However

the above linear expression for describing the energy response is not the most

general form of the parameterization.

Several sources can introduce non-linearities in the response of the detector

to the electron energy thus yielding different values of the scale and offset. Most

significant among these are the underlying event and the energy lost due to the

material in front of the calorimeter. Extensive calibrations (in-situ and offline)

that account for these two effects have been done beforehand using different data

samples including the Z → e+e− sample. They are applied prior to the recon-

struction procedure in data and FULL MC and are also modeled in FAST MC

before the effects of the detector on the generated electrons are studied.
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If the above calibrations are functioning effectively we should obtain a value

of scale ∼ 1 and offset ∼ 0. Any large deviation from these values suggests a

miscalibration or incorrect modeling of the electron energy.

The parameters α and β are determined with the help of two body decay

kinematics. The invariant mass from a two-body decay can be determined from

the decay products as:

M2
meas = 2Emeas

1 Emeas
2 (1 − cos γ) (14.4)

where Emeas
1,2 are the measured energies of the two decay products and γ is the

opening angle between them.

Substituting the expression for Emeas into 14.4 and assuming β << (Emeas
1 +

Emeas
2 ) we obtain:

Mmeas ∼ α×Mtrue + β × fZ (14.5)

where fZ is a variable that depends on the kinematics of the decay. Since the

electrons from the Z decay are not monochromatic, it is possible to define the

variable fZ which relates the mass of the Z to the spread in electron energies from

the Z decay. From the above equation 14.5 fZ is expressed as follows:

fZ =
(Emeas

1 + Emeas
2 )(1 − cos γ)

Mmeas
(14.6)

We notice that when β is small, fZ is nearly equal to ∂Mmeas/∂β. Thus we see

that the slope of the Mmeas versus fZ can be interpreted as the offset, implying

that the sensitivities to β are dependent on fZ.

In this way, the equation 14.5 relates the measured Z mass to both the scale

and offset and also the true Z mass. Since α and β appear in a strongly correlated
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way in Emeas they cannot be determined with the help of Mmeas alone. The use of

fZ acts like an additional constraint and helps to separate the two terms for an

independent determination of their values. The values of α and β are determined

from events containing two-body decays for which Mtrue is known from other

measurements.

The parameters α and β are determined with the help of physical observables

derived from Z → e+e− data. Templates of kinematic distributions such as the

invariant Z mass (MZ) or pe
T obtained from FAST MC are compared with the

corresponding distributions from collider data. These templates of MZ versus fZ

are obtained by varying both the scale and offset. The parameters α and β are

then determined for the best tune and these describe the detector response to the

energy of an electron. For a more detailed explanation of the method please refer

to [141]. Figure 14.1 is a MZ vs. fZ distribution from FULL MC events.

14.3.2 Parameterization of the Electron Energy Resolution

The detector effects of smearing the incident energy of the electron is reflected

by the resolution of the electron energy distribution. In the traditional sense of

modeling the smearing effect of the calorimeter, the relative resolution is given as

follows:

σE

E
=

√

C2
EM +

S2
EM

E
+
N2

EM

E2
(14.7)

The term σE

E
represents the fractional energy resolution. The noise term (NEM)

accounts for the electronics noise, latent radioactivity from Uranium and the un-

derlying events in the calorimeter. Due to its 1/E2 dependence in the resolution,

it is an insignificant contribution at higher energies. The constant term (CEM)

incorporates the effects of imperfections in the relative channel-to-channel cali-
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Figure 14.1. The distribution of MZ vs. fZ in FULL MC events

brations of the η − φ segmentations. Since this term is independent of energy, it

does dominate at high energies. The sampling term (SEM) accounts for the fact

that we sample only a fraction of the total energy (signal) from the calorimeter.

The effects of fluctuations in the shower development due to the material in front

of the calorimeter are also included in this term. At high electron energies the

contribution from the sampling term is suppressed due to its 1/E behavior.

However the effect of the significant amount of material present in front of the

DØ Run II detector is to impart a dependence on the angle of incidence (η) and

energy of the electron (E) to the sampling term of the calorimeter. Hence,

SEM =

(

S1 +
S2√
E

)

× eSexp/ sin θ

eSexp
(14.8a)
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with

Sexp = S3 − S4/E − S2
5/E

2 (14.8b)

These parameters are tuned from special FULL MC Z → e+e− and J/ψ events.

Once the resolution of the detector has been determined, its contribution is added

to the energy of the electron in the following way:

Emeas = Eresponse + x ∗ σE + ∆E(L, u‖) (14.9)

where x is a random variable chosen from a gaussian distribution at zero mean and

unit width. For a more detailed explanation of the method please refer to [142].

14.3.3 Parameterization of the Underlying Energy Corrections

Not all of the energy deposited in the calorimeter cells corresponds to the elec-

trons. Contributions from the hadronic recoil, underlying event and additional en-

ergy from multiple interactions in the detector also creep into the electron window.

Hence in the FAST MC simulation of the electron energy, this extra contribution

needs to be subtracted from the smeared energy of the electron. This correction

is dependent on the luminosity, pseudorapidity (η) and u‖, the component of the

recoil vector (~uT ) that is parallel to the direction of the electron. During recon-

struction, the electron energy is also sensitive to the effects of zero-suppression

when both the pure electron energy and the contribution from the additional en-

ergy in the detector are subject to the readout criteria involving zero-suppression

in the calorimeter.

The compensation for the energy which does not belong to the electron but
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lies beneath the electron window is done via an offset correction

∆E = ∆UErot/ cosh η (14.10)

and is subtracted from the total smeared energy in the FAST MC. Here cosh η is

the cosine of the electron pseudorapidity necessary to convert a transverse quantity

(∆UErot) to the total energy (∆E).

The effect of zero-suppression arises from the fact that the presence of more en-

ergy in the electron window, some of which is non-electron related (such as under-

lying energy), pushes more calorimeter cells above the zero-suppression thresholds

thus increasing the response of the detector to the electron.

The zero-suppression effect is eliminated with the help of two samples, one

which contains the contribution from underlying events and is reconstructed using

the zero-suppression and the other which is reconstructed using zero-suppression

but does not contain the underlying events. The EM energy correction ∆UErot is

the energy difference of the same electron from both the samples.

The underlying energy contributions are estimated by looking at the energy

deposition in a 13 calorimeter cell tower lying adjacent to the cluster containing

the electron energy but rotated from it by an angle ∆φ. Each rotated region is

the same size in ∆η − ∆φ space as the EM cluster defining the electron and the

centers of the adjacent regions are separated by five towers. The energy content

from each region gives an idea of the non-electron energy deposition beneath the

electron window, (denoted by ∆UErot). The value of ∆UErot for each event is

stored in a 13 × 13 dimensional array binned in luminosity and u‖. To avoid

regions with enough energy that might cause the electron identification to fail,

the ratio between the energy in the region to that of the electron in the event is
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required to be less than 0.15. Figure 14.2 shows the transverse energy for a region

of the calorimeter towers, ∆UErot.

 for the rotated position (GeV)TE
0 1 2 3 4 5
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Figure 14.2. The ∆UErot distributon in collider data

As expected, the mean values of ∆UErot stored in the 13 × 13 bin array

should increase in the higher bins which show an increase in luminosity. This is

because an increase in luminosity signals more activity in the detector. Similarly

the underlying energy should increase for larger values of u‖, since more recoil

energy finds its way under the electron window.

Figure 14.3 shows the average energy flow into a region as a function of in-

stantaneous luminosity and the average as a function of u‖.

The ∆UErot correction in the FAST MC is implemented on a per-event basis,

by choosing a value of ∆UErot randomly for the event distributed according to

the histogram in bins of luminosity and u‖.

260



In the FAST MC simulation of the underlying energy contribution, a random

value of ∆UErot is chosen from the energy information stored on a per event basis,

for different values of luminosity and u‖. This value is considered as the underlying

energy beneath the electron window.
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(right) in collider data.

14.3.4 Parameterization of the Calorimeter Position Resolution

The electron energy in the calorimeter needs to have a matching track in

order to distinguish it from photons and certify it as an electron cluster. The

requirement of a track match also helps in lowering the background due to fake

electrons. The direction of the matched track is assigned as the direction of the

electron cluster. The position of the electron shower in the calorimeter is given

by the centroid of the cluster which is determined as follows:

xcal =

∑

i ωi~xi
∑

i ωi

(14.11)

261



The weights ωi are given by:

ωi = max(0, ω0 + log

(

Ei

Ee

)

) (14.12)

where Ei is the energy in cell i, ω0 is a parameter that depends on ηe and Ee is

the energy of the electron.

The position resolution of the calorimeter is determined as the root mean

square of the difference in the track and calorimeter position distributions. The η

and φ resolutions are ση = 0.007 and σφ = 0.007 radians.

14.3.5 Electron Geometrical Acceptance - PhiMod

The detector φ (φdet) of the particle is smeared with the help of the phimod

shift. This shift arises due to the non-responsive module edges called “φ cracks”

of the calorimeter. There is a bias towards the center of the module. Phimod

shift is defined as (φEM −φtrk), the difference between the φ of the position of the

reconstructed EM cluster (φEM) and the φ of the track position (φtrk) as defined

by the extrapolation of the electron trajectory from the primary vertex to the

third layer of the EM calorimeter (EM3). The corresponding cluster should fall

within the allowed region comprising 80% of the width of an EM module (10 %

is cut off from each side). More details on the geometrical acceptance for the

electron has been given in Chapter 13.

14.4 Final State Photon Correction

The electrons arising from the W decay are capable of radiating photons.

These final-state photons are radiated either at the time of generation of the

electron (internal brehmsstrahlung) or during the interaction of the electron with
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the material (external brehmsstrahlung). The effect of the photons coming from

the external brehmsstrahlung are accounted for by the energy-loss corrections.

Most of the photons from the internal brehmsstrahlung come from the radiation

by the decay electron and are referred to as the FSR photons. If the energy of

these photons are not included in the reconstructed energy of the electron, ET ,

the W mass can be mismeasured. This problem occurs if the radiated photon is

so far away from the electron that its energy does not fall within the electron cone

and cannot be included in the reconstructed electron energy. The second reason is

when the photon is absorbed by the material and does not reach the calorimeter.

FSR photons close to the electron reconstruction cone or inside the cone will ef-

fect the electron identification efficiency (isolation, shower shape and track match-

ing) and energy measurement. Hence it is necessary to obtain a parameterization

of the electron efficiency and energy as a function of the photon distance from the

detected electron. This distance is given by

∆R(eγ) =
√

[φ(e) − φ(γ)]2 + [η(e) − η(γ)]2 (14.13)

This parameterization is achieved with the help of two FULL MC samples, one

sample contains single electrons (possessing the kinematics of electrons from W →

eν) accompanied by FSR photons, the second sample contains the same electron

events as the first one sans the FSR photons whose energy has been merged back

with the electrons. The electron and photon responses from both samples are

studied.

Figure 14.4 shows the reconstruction efficiency of the electron versus the frac-

tion of the energy carried by the leading FSR photon (X). There are 12 plots for

12 bins in ∆R with an interval of 0.05.
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Figure 14.4. Electron identification efficiency as a function of the
fractional energy carried by the leading photon
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The average energy response difference between FSR and no FSR is given in

Figure 14.5. The horizontal axis again represents the fraction of energy carried

by the leading FSR photon (X) for all the twelve bins of ∆R. The vertical axis

is a double ratio, it is the difference between the reconstructed energy with and

without FSR divided by the true energy without FSR. This in turn is divided

by the energy fraction of the leading FSR photon. Thus the double ratio can be

represented by

κ =
(Etrue[withFSR] − Etrue[noFSR])/(Etrue[noFSR])

X
(14.14)

For large values of ∆R κ=-1 since the photon lies too far away from the electron

and is lost. At low values of ∆R, large negative values of κ are expected due to

the losses in the dead material and we expect these losses to be less important as

X increases. All the distributions from Figures 14.4 and 14.5 are included in the

FSR model in the parameterized FAST MC.

Both the Figures 14.4 and 14.5 carry a lot of embedded information. This

is because the efficiency distributions are sculpted in different ways by different

selection criteria. By considering only one criteria at a time we notice that the ef-

ficiency in the first three ∆R bins is influenced by the track matching requirement

and to a lesser extent by the shower-shape requirement (HMatrix). When the pho-

ton is very close to the electron, the shower shape for a high X photon is too much

for the HMatrix to handle because it has been tuned on single electrons. More

importantly the calorimeter-based cluster position deviates significantly from the

track-based expectation. In the last three ∆R bins, the photon is far away from

the electron and does not interfere directly with its reconstruction. It interferes

indirectly at large X values when the electron energy is so low that our high-pT
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Figure 14.5. Electron energy correction as a function of the fractional
energy carried by the leading photon
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reconstruction algorithms fall out of scope and are thus inefficient.

In the transition region between the two pT regimes, the effect of the cluster

isolation requirement can be seen in the Figures for 0.30 < ∆R < 0.35. The

equivalent of this plot obtained by dropping the track matching and shower shape

requirements shows a flat at “perfect efficiency” except for two symmetric “holes”

at X ' 0.2 and X ' 0.8. These “holes” separate three different regimes - at

X . 0.2 the photon energy is included in the electron reconstruction cone, but

the energy is not sufficiently large to cause the isolation cut to fail. At X & 0.8

we reconstruct the photon cluster rather than the electron one. The electron does

enter the isolation cone of the photon but its energy is insufficient for causing the

isolation cut to fail. At X ∼ 0.5 we are in the intermediate zone, dealing with

two consecutive deposits of energy and the clustering algorithm places the cluster

in such a way that it includes both deposits (the cluster is large enough to do

that). The track matching requirement kills the photon clusters at large X and

both the track matching and HMatrix requirements kill significant fractions of the

remaining events, especially of unusual clusters at X ∼ 0.5.

In conclusion, our FSR model not only models the QED effects at the four-

vector level, it also describes the effects of the detector on the photons that are

produced and pass through the material. It describes the probability of the pho-

tons reaching the calorimeter, probability of the photon and electron merging with

each other, probability that the photon will interfere with the selection cuts of the

electron and kill the event.
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14.5 Primary Vertex Simulation

The primary vertex (zvtx) is necessary for deriving the detector η (ηdet) of the

particle, which depends on the ηphys and primary vertex information. Hence the

FAST MC should be able to model the primary vertex distribution as seen in

data. The shape of the vertex distribution depends on the shape of the luminous

region, thus the width of the primary vertex (σz) depends on the instantaneous

luminosity. The σz is parameterized from zero-bias (ZB) events, by fitting the

primary vertex distribution from ZB data for 15 different epochs with a multi-

parameter formula. More details on the determination of the primary vertex of

the event has been given in Chapter 13.

14.6 Luminosity Profile and Run Number

The luminosity and run number values are chosen randomly from a 2-dimensional

histogram which stores the luminosity and run numbers for minimum-bias (MB)

events that were recorded over the same run period as the W and Z data. The

MB events will be discussed broadly in Chapter 15.

14.7 Quality of the Electron Energy Loss Functions

The energy loss correction functions describe the average energy loss of elec-

trons in the dead material upstream of the calorimeter, parameterized as a function

of energy and η (angle of incidence). The function possesses a statistical uncer-

tainty due to the limited statistics of the FULL MC single electron samples that

were used to derive it and uses a parameterization with limited flexibility that

might not be able to fully describe all aspects of the energy-loss functions.
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The electron energy scale described in Section 14.3.1 can absorb an error asso-

ciated with the global scale of the energy loss functions. However it cannot absorb

other imperfections. As evident from Figure 9.10 in the E-η space, the electrons

from Z → e+e− populate one “band” while the electrons from W → eν populate

another band. There is some overlap between the two bands, but they also probe

distinct regions in E-η space. The incomplete overlap between the W and Z en-

ergies leads to the speculation that there is a dependence on the “transportation”

of the energy scale from being measured at the Z down to the W . This depends

on the quality of the energy-loss parameterization (extrapolation from one band

to the other). This section deals with the precision of the E-loss functions for

purposes of this “transportation of energy scales”.

The quality of the energy loss functions needs to be assessed separately for

each set of E-loss functions. This is done with the help of a sample of dielectron

events that possess the kinematics of electrons from Z → e+e− events with no

FSR. This sample is passed through the detailed simulation of the detector, just

like the FULL MC samples used for deriving the energy-loss parameterizations.

After reconstructing the Z → e+e− events using the same event selection criteria

as for the W mass analysis, we determine the ratio of the difference between the

reconstructed and true energy to the true energy. The same exercise is repeated

for the electrons from the W without any FSR. A profile of each of these two

fractional differences as a function of true energy indicates the imperfections in

the energy-loss corrections. The bottom plot of Figure 14.6 shows a plot of the

difference between the fractional energy deviations for the W and Z (difference

of the above two) as a function of true energy. This indicates the presence of

errors in “transporting” the energy-loss corrections from the Z to the W . The top
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Figure 14.6. Top: The true energy spectrum for electrons in simulated
W events which pass the full selection Bottom: The difference of the

fractional difference of measured and true electron energies as a function
of true energy in Z and W electrons

plot shows the true energy distribution of electrons from W → eν after the event

selection conditions have been applied. The convolution of this distribution and

the bottom plot is a measure of the impact of the imperfections in the energy-loss

parameterizations on our measurement of the W mass. The convolution might

result in the reconstructed electron energy from the W being higher than required

by the analysis. This in turn would result in the fitted W mass values being low.

We correct our measurements for this bias and quote the uncertainty due to the

corrections as an additional systematic on the W mass measurement.
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CHAPTER 15

SIMULATING THE RECOIL ENERGY IN THE PMCS

15.1 A Brief Introduction

This section details the modeling of the hadronic recoil for the Run IIa W

mass measurement. It is sub-divided into an introduction followed by a discussion

of the modeling of the various components of the recoil. Some minor tuning

procedures that are done to help the modeled recoil match the real world recoil

are also described.

The hadronic recoil in a hard scatter event that produces a vector boson from

proton-antiproton collisions (and thus qq̄ pairs), can be conceived as a “collective

term used for everything detected” in the event, except for the vector boson and

its decay products. This has been shown in the Figure 5.1 in Chapter 5.

15.2 Components of the Hadronic Recoil

The hadronic recoil possesses three main components. The first constituent

represents the hadronizing fragments from the hard scatter that recoil against

the vector boson, thus balancing the boson in the transverse plane. The sec-

ond contribution comes from the interactions of the remaining partons of the

same proton-antiproton that produced the vector boson. The additional interac-

tions from the numerous proton-antiproton collisons in the same or previous beam
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crossings constitute the third component of the hadronic recoil.

With these assumptions, the DØ Run IIa model of the hadronic recoil [143] in

the FAST MC (PMCS), can be expressed mathematically in terms of its compo-

nents as follows:

~uT (meas) = ~u HARD
T + ~u SOFT

T + ~u ELEC
T + ~u FSR

T (15.1)

We briefly introduce each of the terms in the above equation below. More details

on them have been provided in section 15.3.

• ~u HARD
T = ~f(~qT )

Here ~u HARD
T denotes the recoil component associated with the hard scatter-

ing of the qq̄ pair that resulted in the W (Z) boson. This “hard” component

balances the transverse momentum of the vector boson. Here ~qT is the gen-

erator level momentum of the boson. The ~f(~qT ) is an ansatz function used

for smearing the ~qT ). It is derived from Z → νν GEANT (FULL) MC events

as described in [143].

• ~u SOFT
T = − √

αmb · ~/ET

MB
− √

αzb · ~/ET

ZB

Here ~u SOFT
T , named the “soft” component, represents the other interac-

tions that contribute to the hadronic recoil. As evident, there are two

sub-components here. First is the “underlying event”, the second is the

“additional energy content in the event”. The underlying event consists of

the interactions of the remaining (or spectator) partons of the same pp̄ pair

that produced the vector boson. It is modeled with the help of minimum

bias (MB) events. The additional energy content is associated with all the

other interactions occuring in the pp̄ pairs present in the same or previous
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beam crossings. Interactions contributing to detector noise are also included

in this sub-component. It is modeled using zero bias (ZB) events. We set

αzb to unity because the ZB events are a reliable control sample directly

from collider data.

• ~u ELEC
T = −

∑

e ∆u‖ · p̂T (e)

This component serves as a correction for the recoil energy that is parallel to

the electron direction. It is present under the electron window, is measured

as part of the electron energy and is thus subtracted from the recoil energy.

• ~u FSR
T =

∑

γ ~pT (γ)

The FSR component contains the energy of the Final State Radiation (FSR)

photons that are far away from the electron(s) and hence reconstructed as

recoil energy.

15.3 Modeling the Hadronic Recoil

Each of the four components of the hadronic recoil are modeled separately

and then combined. This section describes the process for modeling each of the

components.

15.3.1 Modeling the “hard” Component

The ansatz function ~f(~qT ) is derived from “pure” Z → νν FULL MC events.

This sample generated from PYTHIA has no underlying event contribution in it.

The generated events have been propagated through the full chain of the DØ de-

tector simulation and reconstruction software without adding any ZB overlay to

them. In addition, since the decay products (neutrinos) escape undetected, all
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the energy measured in the detector can be attributed to the recoil alone. Hence

the term “pure” recoil sample is used. This FULL MC sample contains 600,000

Z → νν events. In order to obtain kinematics similar to the Z → e+e− events

used in the fine-tuning procedure described later in sub-section 15.4, both the

neutrinos from a Z boson decay are required to be centrally located (i.e. physics

pseudorapidity |ην| < 1.3).

In the Run I analyses low luminosity conditions and a better energy resolu-

tion for individual pions resulted in a situation where the resolution of the recoil

direction was not significantly large. Hence only the magnitude of the transverse

momentum of the generated recoil was smeared. However in the present exper-

imental conditions of the Run IIa analysis, which include high luminosities and

extra material in front of the detector, both the magnitude (qT ) and direction (φ)

of the recoil need to be smeared. This implies that the correlations between the

momentum and direction fluctuations also need consideration now.

The two main variables that are used to parameterize the hard component are

the recoil pT resolution (R) and the angular resolution (∆φ).

R =
uT − qT
qT

(R < 1) (15.2)

∆φ = φ(~uT ) − φ(~qT ) (|∆φ| < π) (15.3)

Here ~qT (= - ~p Z
T ) is the true recoil vector and qT its magnitude. ~uT is the smeared

recoil vector and uT its magnitude.

The parameterization of the hard component of the recoil is described in the

following steps. More details have been provided in the recoil note [143].

1. The Z → νν sample is split into 32 variably sized bins of qT from 0 to 100

274



GeV.

2. For each qT bin a two-dimensional distribution as a function of R and ∆φ

is constructed. Two examples of such event probability density functions

(pdf) are shown in Figures 15.1and 15.2 as coloured box histograms for

qT ∈ [4.5, 5[GeV and qT ∈ [18, 20[GeV bins respectively. From here it is

evident that for low values of qT there is a correlation between R and ∆φ.

Moreover the distributions of R for slices of ∆φ = const are non-gaussian.

3. Each of these pdf distributions are fit with an ansatz parameterization. Five

parameters are needed to describe the two-dimensional distributions. The

fits are shown in Figures 15.1 and 15.2 as coloured contours. Details of the

ansatz parametrization have been provided in [143].

4. A smearing function ( ~f(~qT )) is built based on these 32 fits. Hence ~f(~qT )

determines the smeared momentum (or ~uT ) of the boson from its generator

level momentum (or ~qT ) as the input. The smearing of the hadronic response

and resolution (pT and φ) are performed in a single step by ~f(~qT ), inherently

including the correlations between them.

This parameterization for the hard component is derived only once, from the

Z → νν FULL MC sample. The recoil model retains this hard component for

the data measurement too. No explicit reweightings for emulating data such as

corrections for beam vertex or RESBOS kinematics are applied to this parameter-

ization when used for the data analysis. This is due to the fact that this method of

parameterization preserves the fundamental characteristics of the hard component

of the recoil by preserving information on the correlated momentum and direction

resolutions (R and ∆φ) of the recoil vectors. These resolutions are used to model
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Figure 15.1. The two-dimensional distribution of the recoil pT and φ
resolutions for FULL MC (boxes) and fit (contours) for qT ∈ [4.5, 5[GeV

the recoil, both for FULL MC and data thus keeping the basic model intact.

15.3.2 Modeling the “soft” or “semi-hard” Component

For the purposes of this analysis, the soft component consists of two major con-

tributions, the first from the underlying event and the second from the additional

pp̄ interactions.

The “underlying event” contribution consists of the interactions of the specta-

tor quarks in the same qq̄ collision that produced the W (Z) boson. It is indepen-
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Figure 15.2. The two-dimensional distribution of the recoil pT and φ
resolutions for FULL MC (boxes) and fit (contours) for

qT ∈ [18, 20[GeV

dent of the instantaneous luminosity. We do not have a reliable first-principles

method for modeling these interactions so we use minimum bias (MB) events as

the starting point. In the data analysis, the MB events samples from collider data

are used. These are selected via the minimal trigger requirement of an inelastic

interaction so as to veto the empty beam crossings. Events possessing more than

one reconstructed PV are vetoed from the MB samples. In the FULL MC anal-

ysis, MB events generated from a special run of PYTHIA are used. For this the

underlying event generation “tune A” is turned on in PYTHIA.
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Since MB events are not the perfect choice for modeling the underlying event,

they are first reweighted in both the data and FULL MC analyses. The MB

events are reweighted until their scalar ET (SET) matches the scalar ET of those

Z → ee events from which the electron energy contribution has been removed.

More details on this procedure have been provided in [143]. The reweighting helps

the MB events model the underlying event better.

The reweighted MB event information is stored in an event library that is

used as a lookup table and the /ET of the MB events are used for modeling the

underlying event.

To improve the underlying event model, a multiplicative scale factor called

αmb is also used in addition to reweighting the events.

An important point here is that this αmb is a “multipurpose” ad hoc correction

factor used in the modeling of our recoil. This single factor is used for three

different purposes in our recoil model. The above is the first usage of αmb. It

is also used as a de-weighting factor to eliminate double-counting and as a fine-

tuning parameter for the resolution of the “soft” component of the modeled recoil.

Although it has multiple uses in our recoil model, αmb is determined only once as

described in sub-section 15.4. The latter two uses of αmb will be discussed in the

appropriate sub-sections that follow.

The “additional energy content” in the event is composed of the other pp̄

interactions that occur in the same or previous beam crossings. Calorimeter noise

and pileup also contribute to this energy content. In both the data and FULL

MC analyzes, this contribution is modeled with the help of ZB events from the

collider.

For the data analysis, the instantaneous luminosity profiles and run numbers
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of the ZB overlay sets recorded in the non zero-suppressed mode and used in

the modeling of the recoil match those of the W (Z) data taking epochs. In the

FULL MC analysis, the ZB events used for modeling the “soft” component of

the recoil have the same instantaneous luminosity profile as the W (Z) FULL MC

sample. This is insured because the same ZB (recorded in non zero-suppressed

mode) processing version (from d0raw2sim) is used for both.

The ZB event information is stored in an event library used as a lookup table.

The /ET of the ZB events model the additional energy contribution and are added

to the underlying event.

An artifact of using two event information libraries to model the two sub-

components of the “soft” component of the recoil is the double counting of some

effects here. Effects such as detector noise and soft interactions which do not

possess a primary vertex are being double counted. This double counting effect is

eliminated by the use of the same multipurpose factor αmb that has been applied

to the MB events earlier. The αmb serves to de-weight the MB events when they

are used along with the ZB events.

15.3.3 The u‖ Correction to the Modeled Recoil

This component is a correction for the transverse energy flow of the recoil

into the electron(s) window. This energy gets measured as electron energy and

cannot be considered as part of the recoil since calorimeter cells belonging to the

electron clusters are excluded from the computation of the recoil ~uT . Here p̂T (e)

denotes the direction of a smeared electron. The ∆u‖ correction factor depends

on the projection of ~uT on the p̂T (e) axis and on the instantaneous luminosity.

We explicitly model the fact that ∆u‖ is related to the energy that gets added to
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the electron, but not identical (because of zero suppression [144]).

15.3.4 The FSR Correction to the Modeled Recoil

This correction contains the energy of the Final State Radiation (FSR) pho-

tons that fall outside the electron reconstruction cone. The photons are radiated

from the electron originally but reconstructed as part of the recoil due to their

remoteness from the electron.

15.4 Fine-tuning/Over-smearing the Modeled Recoil

We know that the parameterized detector model of the hard component pre-

sented in sub-section 15.3 has been developed from a special FULL MC sample

that contains “pure” Z → νν events only. It does not have any underlying event

and additional energy contributions in it. The latter two increase the energy con-

tent of the calorimeter. Thus, both the response and resolution of the calorimeter

for the recoil component arising due to the hard scatter (that produces the W (Z)),

change in the presence of this additional activity. In other words, the hard and soft

recoil components are not completely independent of each other, rather correlated.

However in our simulation model, both the “hard” and “soft” components

of the hadronic recoil are modeled separately and then combined. To account

for the correlations existing between these different components of our recoil, the

parameterized model of the recoil needs some “fine-tuning” or “over-smearing”.

These small ad-hoc corrections, in the form of free tunable parameters, reflect the

differences between our modeled recoil (Z → νν + MB + ZB) and the realistic

one. They help us tune our modeled recoil to the real-world one (from the collider

data or FULL MC simulation) in a more accurate way.
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There are six floating parameters that are responsible for tuning the modeled

recoil. Three are for the modeled response while three tune the recoil resolution.

These tuning parameters are applied to the “hard” and “soft” components when

they are combined to obtain the hadronic recoil. These parameters are determined

by comparing the simulated recoil to the reference (collider data or FULL MC)

for Z → ee events and then are plugged back into the FAST MC for modeling the

recoil of the W boson.

The diagnostic variables of the η and ξ imbalance play an important role in

the determination of the tuning parameters. Let us get aquainted with these

diagnostics first.

The transverse momenta of the recoil (~uT ), and that of the Z boson as mea-

sured by the two decay electrons (~p ee
T ), are projected on the inner bisector of the

angle between the two electrons (called η axis), as shown in Figure 15.3. The

projection of these two momenta onto the η axis depends only on the directions

of the electrons and not on their measured energy (the noise contributions to

the momenta average out to zero and do not bias the results). By definition, η

imbalance (ηimb) is the sum of these two projections:

ηimb = ~uT · η̂ + ~p ee
T · η̂ (15.4)

We also project the recoil and Z pT in the direction perpendicular to the η axis,

called the ξ axis (defined in Figure 15.3). The ξ-imbalance (ξimb) is defined as:

ξimb = ~uT · ξ̂ + ~p ee
T · ξ̂ (15.5)

The recoil response is fine-tuned by using the mean of the ηimb whereas the reso-
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Figure 15.3. The η − ξ coordinate system in a Z → ee event

lution is fine-tuned using the width of the ηimb distributions. The ξimb observable

offers little additional statistical power and is therefore not used for the tuning.

A kinematical upper limit of 30 GeV is placed on the magnitude of the smeared

recoil during the tuning of the response and resolution.

The η (or ξ) imbalances are most appropriate for the task of tuning the recoil

since, by virtue of the construction of the η − ξ coordinate system as shown

in Figure 15.3, the effects of the electron energy resolution are minimal in the

determination of the η (or ξ) imbalance. As evident, the η (or ξ) imbalance is

an estimation of the hadronic recoil response with respect to the electromagnetic

energy response. If both the responses were equal, there would be no imbalance.
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Since the positive η axis is always in the direction of ~p ee
T , it is more sensitive to

changes in the recoil. Hence any systematic bias in the measurement of ~uT will

manifest itself as a bias in the ηimb. This helps in determining the recoil tuning

parameters in the best way.

15.4.1 Fine-tuning the Hadronic Response

The relative hadronic response RelResp is defined in terms of three tuning

parameters named RelScale, RelOffset and τHAD as follows:

RelResp = RelScale + RelOffset · exp
− qT
τHAD

(15.6)

This relative hadronic response is used to fine-tune the hard component of the

modeled recoil. Here τHAD helps describe the response of the calorimeter at low

values of the recoil momentum. qT is the magnitude of the recoil momentum at

the generator level. No tuning for the response of the soft component is needed.

This is because the soft component is modeled from the type of events that closely

match or actually constitute it by definition. Both in the reference (data or FULL

MC) and FAST MC simulation, the η imbalance plots are constructed for ten

different ranges of smeared Z boson momenta i.e. pZ
T . For determining the fine-

tuning parameters, high statistics templates of the η imbalance distribution are

made for the same pZ
T ranges by the FAST MC simulation by varying the values

of the above three parameters. A χ2 is defined by comparing the mean of the η

imbalance from the reference with that from the FAST MC templates. This is

done for each of the ten pZ
T bins and the total χ2 (which is the sum of all these

individual ones) is minimized in the fitting procedure.
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15.4.2 Fine-tuning the Hadronic Resolution

The tuning of the hadronic resolution involves the hard and soft components

of the modeled recoil. This is because the width of the η imbalance obtained in

the various smeared pZ
T bins is sensitive to the hadronic resolution of the hard and

soft components. The electron resolution is intrinsically better than its hadronic

counterpart due to the choice of the η axis and thus makes a small contribution

here.

The two parameters involved in the tuning of the hadronic resolution of the

hard component in our recoil model are RelSampA and RelSampB. The relative

resolution RelResn is defined as follows:

RelResn = RelSampA +
RelSampB√

qT
(15.7)

This relative resolution is used to tune the hard component of the modeled re-

coil. Here qT is the magnitude of the recoil momentum at the generator level.

For tuning the resolution of the soft component, the multipurpose ad hoc scale

factor introduced as αmb earlier in sub-section 15.3 is used here again. This is the

third use of αmb. The implementation of αmb for the purpose of tuning the soft

component is in the same step that has been shown earlier in sub-section 15.2 as

follows :

~u SOFT
T = −

√
αmb · ~/ET

MB
−

√
αzb · ~/ET

ZB
(15.8)

The αmb being a free tunable parameter adjusts MB events in the soft component

thus helping the modeled recoil match the real-world recoil.

A notable point here is that although the factor αmb is used as a tuning pa-

rameter at two different places and acts as a de-weighting factor for eliminating
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the double counting, it is determined once and only once, here in this fine-tuning

procedure. There are no multiple steps for determining this parameter.

The values of αmb obtained in the data and FULL MC analyzes are quite

different. This is because αmb is used for scaling MB events obtained from two

different sources. As a result the two event libraries (MB and ZB) are also different

in each case. Since αmb also eliminates the double-counting, its values differ in

both measurements.

As in the earlier case of tuning for the hadronic response, determining the

fine-tuning parameters for the hadronic resolution involves making high statistics

templates of the η imbalance distribution for the same pZ
T ranges as the reference,

with the help of the FAST MC simulation by varying the values of the above three

parameters. A χ2 is defined again by comparing the width of the η imbalance from

the reference with the templates. This is done for each of the ten pZ
T bins and the

total χ2 (which is the sum of all these individual ones) is minimized in the fitting

procedure.

The fine-tuned response and resolution of the modeled recoil are combined

along with the other components (~u ELEC
T and ~u FSR

T ) to give the smeared recoil

~uT . The details of this fine-tuned combination are available in chapter 5 of the

recoil note [143].
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CHAPTER 16

THE BACKGROUNDS IN THE ANALYSIS

16.1 A Brief Introduction

The W → eν events are subject to backgrounds mainly from QCD multi-jet

(mostly di-jet) production, W → τν → eννν and Z → e+e− events. Backgrounds

usually arise when these events fake a W → eν event due to poor reconstruc-

tion. So a jet could fake an electron or a high-pT electron (positron) could fake

a large amount of missing energy if poorly reconstructed. There is an irreducible

background from the W → τν → eννν decay, especially if the electron acquires

most of the energy. In our analysis the QCD and Z → e+e− backgrounds are

estimated from collider data, while the W → τν → eννν background is estimated

from GEANT (FULL) MC.

This chapter provides detailed descriptions on these various sources of back-

grounds relevant for the W mass analysis and their estimations.

16.2 QCD Background

The di-jet events can pass the W selection cuts if one of the jets mimics an

electron and the other is mismeasured thus posing as missing energy. Collider

data is used for this study. The number of W events is extracted by solving the
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following system of equations:

N = NW +NQCD (16.1a)

Ntrk = εtrkNW + fQCDNQCD (16.1b)

the two equations yield

NW =
Ntrk − fQCDN

εtrk − fQCD

(16.1c)

where Ntrk and N represent the number of W candidate events with and without

the track matching requirements, NW is the true number of real W bosons and

NQCD is the number of QCD events for W candidates without track matching

requirements. fQCD is the track match faking probability while εtrk is the track

match efficiency. fQCD and εtrk are measured using em+jet and diem events. An

illustration of the concept for extracting the QCD background is given in Fig-

ure 16.1. The track matching requirement for our analysis is the good spatial

track matching, which means that the matched track should possess at least one

SMT hit and the track pT should be > 10 GeV. Due to the track-matching require-

ment for the reconstructed clusters, the real W events and the QCD background

in the sample we use can be expressed as:

εtrkNW =
εtrk(Ntrk − fQCDN)

εtrk − fQCD

(16.2a)

fQCDNQCD =
fQCD(εtrkN −Ntrk)

εtrk − fQCD
(16.2b)

Detail studies [145] show that the ηdet and vertex dependence do not affect the

final QCD background shape, even though the fake rate and electron efficiency are

strongly dependent on them. We rely on the kinematic distributions to measure
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the W mass. Hence the pe
T dependence of fQCD and εtrk need to be considered

while estimating the shape and fraction of the QCD background.

Figure 16.1. Concept of the method used to subtract QCD backgrounds
from W → eν events

16.2.1 fQCD and εtrk

The track match faking probability, fQCD is determined with the help of

EM+jet events. These EM+jet events are actually those di-jet events where one

of the jets fakes an EM object. The EM+jet samples are taken from the Run IIa

data and possess an integrated luminosity of 1 fb−1. We select events by requiring

an EM cluster to satisfy the EM-identification requirements and lie back-to-back

with a jet that passes the jet-identification requirements. The fake probability

(fQCD) is then given by the fraction of those EM objects that are found to have
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a matching track. Figure 16.2 shows the pT dependence of fQCD in bins of ηdet.

The bins of ηdet are given by (-∞, -1.3), (-1.3, -1.1), ....., (1.1, 1.3), (1.3, +∞).
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Figure 16.2. The pT dependence of fQCD in bins of ηdet

Z → e+e− events are used to study the single electron track match efficiency

with the help of the tag-and-probe method [146]. In the FULL MC studies, this

method was found to have some bias. A 2% uncertainty due to this bias is attached

as the systematic uncertainty of the track matching efficiency measured using the
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tag-and-probe method. Figure 16.3 shows the pT dependence of the εtrk in bins of

ηdet.

With the help of the fake rate and electron efficiency, we determine the shape

of the background using the above method. The QCD background fraction is

(1.49 ± 0.03%).
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Figure 16.3. εtrk in ηdet bins
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16.3 Z → e+e− Background

The Z → e+e− events can fake the W events when one of the electrons is mis-

measured or not identified and it poses as a substantial amount of missing energy.

If we plot the true η of the both the Z electrons from FULL MC Z → e+e− events

which pass the standard W → eν selection criteria, as seen in Figure 16.4, we see

that if one of the Z electrons falls into the ICR region, it gets lost (effectively)

giving the impression of a large missing energy upon reconstruction. As we have

read earlier, the ICR is not well instrumented and calibrated in Run IIa and so

the detailed GEANT simulation of the detector does not describe it well either.

Hence we resort to a different method to determine the Z → e+e− background -

we extract it directly from collider W → eν data.

Figure 16.4. ηdet of the two electrons in the Z → ee Background
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The requirements for selecting Z → e+e− events out from W → eν data are

listed below.

1. Event should pass standard W → eν selection criteria.

2. Require a track with the following properties

• back to back with the electron

• pT of track > 25 GeV

• 1.0 < |η| < 1.5

• |z0 − ZPV | < 1 cm

• Track should have opposite charge as compared to electron

• Scalar sum over pT of all other tracks within a cone of ∆R < 0.4 around

the selected track should be less than 4 GeV. ∆R is the distance in η−φ

space.

• The reconstructed, invariant mass of the track and cluster should lie

between 70 and 110 GeV.

Using this method, the fraction of Z → e+e− background is estimated to be (0.80

± 0.01)%.

16.4 W → τν Background

The W → τν → eνν is topologically indistinguishable from the W → eν

decay. It is suppressed by the branching fraction of τ → eνν and by the electron

pT cuts. Thus the W → τν events fake a W → eν signal when the τ decays into

eνν. The electron from the τ decay is softer (has less energy) than from a typical

W → eν decay. Hence instead of the typical Jacobian decay peak at MW /2, the
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peak appears at a lower momenta and falls off rapidly. The cross-sections for

the W bosons decaying into electrons and τ leptons and neutrinos is the same,

but the τ background is further reduced by the branching ratio of the subsequent

τ → eνν decay. Using a detailed simulation of this process, the W → τν → eννν

background fraction is estimated to be (1.60 ± 0.02)%.

16.5 Normalization of the Backgrounds

The backgrounds from all the three main sources, i.e. QCD, W → τν and

Z → ee are normalized in the same plot as shown in Figure 16.5, for each of the

three kinematic distributions. This plot is used for determining the systematics

by varying the background fractions by ±1σ.

 (GeV)TM
50 60 70 80 90 100 110 1200

50

100

150

200

250

(e) (GeV)
T

p
25 30 35 40 45 50 55 600

50

100

150

200

250

300

350

400

450

MET (GeV)
25 30 35 40 45 50 55 600

100

200

300

400

500

600

700

Figure 16.5. MT , pT (e) and /ET of three different backgrounds with the
proper relative normalization. Black: QCD, Red: Z → ee, Blue:

W → τν
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CHAPTER 17

THE FULL (GEANT) MC ANALYSIS

17.1 A Brief Introduction

The modus operandi for the W mass analysis adopted by the group, is to first

perform a FULL Monte Carlo (FULL MC) measurement [104] followed by the

measurement performed on the collider data. The MC measurement serves as a

good warm-up exercise, testing out the functionality, effectiveness and accurate

performance of the various tools and procedures that have been developed by the

group, for the analysis. Since the input W mass is known in the FULL MC,

achieving closure in this analysis gives the green signal for proceeding with the

analysis with the collider data samples.

However, the two different measurements, FULL MC and collider data require

that our parameterized FAST MC model of the detector needs to be calibrated

twice, first to reflect the effects of the FULL MC detector and later to reflect the

effects of the actual detector. The forms of the parameterizations in the FAST

MC are all derived using the FULL MC Z samples. Obviously for the FULL MC

analysis the values of the parameterization constants are derived from the FULL

MC Z → e+e− sample whereas for the collider data analysis, they are re-derived

from collider Z → e+e− data.

For the FULL MC measurement we produce several MC samples containing
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events generated by PYTHIA and processed through a full chain of the DØ detec-

tor simulation and reconstruction software. The full detector simulation is based

on the GEANT3 program [108]. This FULL MC sample is treated just like data

and the FAST MC model is tuned to it. Both the W → eν and Z → e+e− FULL

MC samples are generated in this way. For the data measurement the constants

of our FAST MC model are tuned to the collider data.

For the FULL MC measurement, the FAST MC templates are obviously gen-

erated from the PYTHIA MC generator. For the collider data measurement, they

are generated from RESBOS. This stems from the fact that RESBOS describes

the kinematics of the boson production and decay in a better way by incorpo-

rating gluon re-summation at low boson momenta and NLO perturbative QCD

calculations at high boson momenta.

In both the measurements, the methodology is exactly the same. This means

that Z → e+e− events are used for calibrating the different aspects of the FAST

MC model of the detector, such as the electron energy scale and resolution,

hadronic momentum response and resolution, selection efficiencies, etc. This is

possible because the W and Z possess similar signatures, thus enabling the Z to

act as an excellent control sample for the W . The effect of the different masses

of the W (∼ 80 GeV) and Z (∼ 90 GeV) are duly taken into account in the pa-

rameterizations where they can have an impact. The FAST MC parameterization

is preserved for analyzing the W → eν event samples and extracting the value of

the W mass.

Thus in the FULL MC analysis, before extracting the value of MW , it is im-

portant to compare the diagnostic variables from FULL and FAST MC for the

Z events to ensure that the parameterizations in the FAST MC are working ef-
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fectively. Next the same comparisons are necessary for the W events to assure

ourselves that the parameterization developed on the basis of Z → e+e− event

information is also valid when extrapolated down to the W → eν events. Obtain-

ing a good comparison for all the diagnostic variables is essential for proceeding

with the determination of the W mass from the mT , pe
T and /ET distributions in

the FULL MC.

17.2 FULL MC Samples

The Z → e+e− FULL MC sample is used for tuning the FAST MC for the

FULL MC analysis of the W mass. It contains approximately 1.8 million events,

corresponding to about 6 fb−1 of data before any acceptance or selection cuts are

applied in the analysis. The W → eν FULL MC sample contains about 5.8 million

events before the application of any acceptance or selection cuts. It is equivalent

to about 2.3 fb−1 of data.

17.3 Electron Response and Resolution Terms

We have read about the overall energy scale and offset for the electron model

in the FAST MC in Chapter 14. The best fit values that describe the electron en-

ergy scale and offset for the FULL MC analysis are obtained from the Z → e+e−

FULL MC sample. The Z events are selected with the standard EM requirements

and both electrons are required to have a matching track. The other event selec-

tion criteria are the same as those used for the W analysis. The Z mass (MZ)

versus fZ distributions (see Chapter 14) from the FULL MC are compared to the

corresponding templates generated from the FAST MC, each template generated
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for a grid point on the α− β grid. The results obtained from the fit are:

α = 0.9997 ± 0.0013; β = 0.009 ± 0.063 GeV (17.1)

with a correlation of -0.995. The left side of Figure 17.1 shows the central value

and one-sigma contour for the optimum value of the fit while the right side shows

a comparison of the reconstructed Z mass distribution from the FULL and FAST

MC using the fit results for the α and β. The fitted Z mass obtained from the

FULL MC is 91.197 ± 0.011 GeV which is in good agreement with the input value

of 91.188 ± 0.0021 GeV.
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Figure 17.1. Left: Central value and one-sigma contour of electron
energy scale and offset resulting from the fit. Right: Z → ee comparison

between FULL MC and FAST MC

The parameterization of the electron energy resolution as shown in Chapter 14

differs from that of an ideal sampling calorimeter due to the 4X0 of material infront

of the calorimeter. The sampling term as shown in equation 14.8 depends on the
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electron energy and angle of incidence now. The values of the smearing parameters

S1 to S5 determined for the FULL MC are:

S1 = 0.152035;S2 = 0.151266;S3 = 1.39247;S4 = 1.45474;S5 = 10.3506 (17.2)

These parameters are determined from a comparison of the energies of a special

sample of single FULL MC electrons at the generator and fully reconstructed

output levels. For the FULL MC analysis, the constant and noise term, CEM and

NEM , are set to zero. The former results mainly from the channel-to-channel gain

variations while the latter is basically the electronics noise, both of which are not

simulated in the GEANT3-based FULL MC.

17.4 Recoil Response and Resolution Terms

We have read about the tuning parameters for the recoil model in the FAST

MC in Chapter 15. In the FULL MC analysis, the recoil is tuned to the Z → e+e−

FULL MC events. The best fit values of the tuning parameters are obtained for

RelScale = 1.0475 ± 0.0059, RelOffset = 0.3063 ± 0.0359 and τHAD = 6.6110 ±

1.8464.

Figure 17.2 shows the central value and the one standard deviation contour

for the RelScale and RelOffset from the tuning of the hadronic response. Fig-

ure 17.3 shows a comparison of the mean of the η imbalance between the FULL

MC and FAST MC, for the ten different pZ
T bins.

The optimal values of the parameters from the fit are for RelSampA = 0.9912

± 0.0262, RelSampB = 0.3715 ± 0.1764 and αmb = 0.9306 ± 0.0185.

Figure 17.4 shows the central value and one sigma contour of the αmb and

RelSampA from the tuning of the hadronic resolution. Figure 17.5 shows a com-
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Figure 17.2. Central value and one sigma contour plot for RelScale and
RelOffset corresponding to an optimum value of τHAD = 6.6110

parison of the width of the η imbalance between the FULL and FAST MC, for

the ten different pZ
T bins.

Now that we have parameterized the FAST MC model of the detector for the

FULL MC analysis, most notably the electron and recoil systems, let us take a

look at a comparison of the diagnostic plots from the control Z and the actual

W samples. These comparisons are between the distributions obtained from the

FULL MC samples and the FAST MC, to ensure that the latter describes the

effects of the FULL MC (GEANT3) detector as accurately as necessary for this

analysis. Attainment of an excellent agreement between the two sets of distribu-

tions in terms of χ2 values and the absence of any systematic trend gives us the

go ahead for extracting the value of MW from the FULL MC W → eν sample.

17.5 Z Boson Comparison Results

Figure 17.6 shows the comparison and level of agreement between the FULL

and FAST MC plots for Z → e+e− events. The FULL MC sample is the one with
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Figure 17.3. FULL and FAST MC comparison of the mean of the η
imbalance for the ten different bins in pZ

T

which the tuning has been performed. In the figure the Z mass is shown on the

top left, the Z pT on the top right, the electron pT (pe
T ) on the bottom left and

the hadronic recoil momentum on the bottom right.

Figure 17.7 shows the u‖ on the top left, the u⊥ on the top right, the η

imbalance on the bottom left and the azimuthal difference between the directions

of the electron and the recoil on the bottom right, for FULL and FAST MC

comparisons for the Z → e+e− events. These plots serve as important diagnostic

variables for the tuning of the recoil model in the FAST MC to match the FULL

MC. Note the good χ2 distribution for all fits which reflect that a good modeling

for the recoil in the case of the FULL MC has been obtained.

17.6 W Boson Comparison Results

Figure 17.8 show the comparisons between the FULL MC and FAST MC for

the diagnostic variables from W → eν events. The transverse mass of the W
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Figure 17.4. Central value and one sigma contour plot for αmb and
RelSampA corresponding to an optimum value of RelSampB = 0.3715

is shown on the top left while the electron pT is shown on the top right. The

transverse missing energy is shown at the bottom left of the Figure and the W pT

is shown on the bottom right.

Figure 17.9 shows a comparison of the u‖, u⊥, the recoil momentum (uT )

and the scalar ET (SET) distributions for the W events. These are important

diagnostic variables for ensuring that the recoil for the W events has been modeled

as accurately as possible for the FULL MC analysis.

17.7 Fitting Procedure for Determining the W Mass

As mentioned earlier, the W mass is determined by fitting each of the three

kinematic distributions of mT , pe
T and /ET to the corresponding template distri-

butions generated with the help of the FAST MC simulation. The templates are

produced for a range of input W mass values, in steps of 10 MeV. The backgrounds
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Figure 17.5. FULL and FAST MC comparison of the width of the η
imbalance for the ten different bins in pZ

T

are added to the simulated distributions.

A binned likelihood is computed between the FULL MC distribution and each

template. This is done by calculating the product of the Poisson probability for

each bin, with ni observed events and mi expected events. The probability is

given by:

L =
N
∏

i=1

e−mimni

i

ni!
(17.3)

The negative log likelihood is given as follows:

−lnL =
N

∑

i=1

(−ni ln mi +mi + ln ni!) (17.4)

Using the standard MINUIT [106] minimization package we find the mass that

minimizes -ln L and the ±1σ values that increase -ln L by 0.5. The fits are

performed separately for the mT , pe
T and /ET distributions.
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17.8 W Mass Results

In the FULL MC analysis the input W mass is known. It is 80.450 GeV. Unlike

the data analysis these results were not blinded. The results obtained from the

fits to the W mass distributions are as follows. From a fit to the transverse mass

distribution (mT ) we measure:

MW = 80.441 ± 0.015(stat) ± 0.011(syst) ± 0.010(e − loss corr.) GeV (17.5)

A fit to the distribution of the transverse momentum of the electron yields:

MW = 80.441 ± 0.017(stat) ± 0.007(syst) ± 0.010(e − loss corr.) GeV (17.6)

while a fit to the transverse missing energy distribution yields:

MW = 80.429 ± 0.017(stat) ± 0.010(syst) ± 0.010(e − loss corr.) GeV (17.7)

These results are in excellent agreement with each other and consistent with the

input value of MW .

Each of the three kinematic FULL MC distributions along with the FAST MC

template that fits best have been shown in Figures 17.10, 17.11 and 17.12. The

figures also show the bin-by-bin χ values defined as the difference between the

FULL MC and template divided by the uncertainty of the FULL MC.
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Figure 17.8. Top left: Transverse mass of W boson (mT ) for FULL and
FAST MC. Top right: Electron pT for FULL and FAST MC. Bottom

left: Transverse missing energy (/ET ) for FULL and FAST MC. Bottom
right: W boson pT for FULL and FAST MC
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Figure 17.10. Left: The mT distribution for FULL MC and FAST MC.
Right: The χ value for each bin of the mass plot
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Figure 17.12. Left: The /ET distribution for FULL MC and FAST MC.
Right: The χ value for each bin of the mass plot
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CHAPTER 18

W MASS RESULTS FROM THE COLLIDER DATA

18.1 A Brief Introduction

Before extracting the W mass from the kinematic distributions (pe
T , mT and

/ET ) of the W → eν event we need to ensure that all the parameterizations derived

so far are capable of modeling the detector as accurately as necessary for the

analysis. The forms of the parameterizations have been derived earlier for the

FULL MC analysis, which serves as a mock analysis for making sure that each and

every step of the analytical procedure is functioning effectively. For the analysis

with the collider data, the values of the parameters describing the FAST MC

model of the detector (e.g. the electron and recoil systems) are rederived from

Z → e+e− collider data, which again acts as a control sample for the W data.

After all the parameterization procedures with Z data are complete and have been

implemented, it is necessary to check if the diagnostic observables from FAST MC

match the corresponding ones from collider data for the Z → e+e− events. A

comparison of the diagnostic plots accurate to within statistical fluctuations and

a measured Z mass that is consistent with its standard world average value of

91.1876 ± 0.0021 GeV ensures that our parameterizations in the FAST MC are

working effectively. It gives the signal for proceeding with the W data analysis.

The parameterizations obtained from the Z → e+e− events are used for the W

analysis. This follows from the fact that the W and Z possess similar signatures,
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thus enabling the Z to act as an excellent control sample for the W . The effect

of the different masses of the W (∼ 80 GeV) and Z (∼ 90 GeV) are duly taken

into account in the parameterizations where they can have an impact.

Thus before fitting for the W mass, a major step in the analysis is to com-

pare the diagnostic observables from the FAST MC with those from collider data

W → eν events, to ensure that the parameterization developed on the basis of

Z → e+e− event information is also valid when extrapolated down to the W → eν

events. Obtaining a good comparison for all the diagnostic variables is essential

for proceeding with the determination of the W mass from the mT , pe
T and /ET dis-

tributions.

18.2 Electron Response and Resolution Terms

We have read about the overall energy scale and offset for the electron model

in the FAST MC in Chapter 14. The best fit values that describe the electron

energy scale and offset for the data analysis are obtained from the Z → e+e−

collider data sample which acts as an excellent control sample for the W → eν

events. The Z events are selected with the standard EM requirements and both

electrons are required to have a matching track. The other event selection criteria

are the same as those used for the W analysis. The Z mass (MZ) versus fZ

distributions (see Chapter 14) from the data are compared to the corresponding

templates generated from the FAST MC, each template generated for a grid point

on the α− β grid. The results obtained from the fit are:

α = 1.0111 ± 0.0043; β = −0.40 ± 0.21 GeV (18.1)
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with a correlation of -0.997. Figure 18.1 shows the projections of the χ2 onto the α

and β axes and the one-sigma contour for the optimum position of the fit. Details

of the determination of the response parameters can be found in [141].
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Figure 18.1. χ2 projections on the α and β axes; Correlation between
the α-β values

Just like in the FULL MC, the parameterization of the electron energy reso-

lution here in data, as shown in Chapter 14 differs from that of an ideal sampling

calorimeter. It now depends on the electron energy and angle of incidence as shown

in equation 14.8. The values of the smearing parameters S1 to S5 determined for

the data analysis are:

S1 = 0.1633; S2 = −10.0; S3 = 0.0; S4 = 0.0; S5 = 0.0 (18.2)

The values of these parameters are derived from Z → e+e− data. The main

contribution to the electron energy resolution at high energies such as the Z and

W comes from the constant term (see Chapter 14), CEM . The value of CEM is

derived from a fit to the width of the Z mass distribution with the sampling and
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noise terms fixed. The fit can be done either by using a Voight function to fit the

width of the MZ distribution or by using templates similar to the method used

to determine the response parameters (α and β). For the latter, templates of the

Z mass are produced for different values of the constant term and the optimum

value of CEM is extracted from the template that fits the corresponding data

distribution best. For the Run IIa data, the value of the constant term is found

to be:

CEM = 2.04 ± 0.13% (18.3)

The noise term (NEM) is found to be 0.29 GeV. This term has a negligible con-

tribution at high energies due to its 1/E2 dependence. The contribution from the

sampling term is also suppressed due to its 1/E dependence. More details of the

determination of CEM can be found in [142].

18.3 Recoil Response and Resolution Terms

We have read about the tuning parameters for the recoil model in the FAST

MC in Chapter 15. In the MW analysis with the collider data, the recoil is tuned

to the Z → e+e− events from data. The best fit values are obtained for RelScale

= 0.9413 ± 0.0109, RelOffset = 1.2016 ± 0.1783 and τHAD = 3.1758 ± 0.8981.

For details of the tuning procedure please refer to [143].

Figure 18.2 shows the central value and the one standard deviation contour

for the RelScale and RelOffset from the tuning of the hadronic response. Fig-

ure 18.3 shows a comparison of the mean of the η imbalance between the data

and FAST MC, for the ten different pZ
T bins.

The optimal values of the parameters from the fit are for RelSampA = 1.0839

± 0.0573, RelSampB = 0.0 and αmb = 0.6180 ± 0.0662.
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Figure 18.2. Central value and one sigma contour plot for RelScale and
RelOffset corresponding to an optimum value of τHAD = 3.1758

Figure 18.4 shows the central value and one sigma contour of the αmb and

RelSampA from the tuning of the hadronic resolution. Figure 18.5 shows a com-

parison of the width of the η imbalance between the data and FAST MC, for the

ten different pZ
T bins.

Now that we have parameterized the FAST MC model of the detector for the

collider data analysis, most notably the electron and recoil systems, let us take a

look at a comparison of the diagnostic plots from the control Z and the actual W

samples. These comparisons are between the distributions obtained from the data

samples and the FAST MC, to ensure that the latter describes the effects of the

real detector as accurately as necessary for the analysis. An excellent agreement

between the distributions of the W and Z in terms of χ2 values and the absence

of any systematic trend is important for obtaining the go ahead to extract the

value of MW from the data.
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18.4 Z Boson Comparison Results

The Figure 18.6 shows the comparison and level of agreement between the

collider data and FAST MC for diagnostic variables from Z → e+e− events. The

collider data sample is the one with which the tuning has been performed. The Z

mass is shown on the top left, the Z pT on the top right, the electron pT (pe
T ) on

the bottom left and the hadronic recoil momentum on the bottom right.

We notice a slight discrepancy in the Z pT plot which also has a large χ2/dof.

A detailed probe into this momentum plot has shown disagreement in the low pT

region. Figure 18.7 shows the χ distribution with the systematic uncertainties from

the theoretical parameter g2, the “Phimod corrections” due to the less responsive

intermodular regions of the calorimeter and the errors from the parton distribution

functions (PDF) included. This combined systematic covers the possible variation
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seen in the low pT region and helps explain the discrepancy.

Figure 18.8 shows the u‖ on the top left, the u⊥ on the top right, the η imbal-

ance on the bottom left and the azimuthal difference between the directions of the

electron and the recoil on the bottom right, for data and FAST MC comparisons

for the Z → e+e− events. These plots serve as important diagnostic variables for

the tuning of the recoil model in the FAST MC to match the data. Note the good

χ2 distribution for all fits which reflect that a good modeling for the recoil in the

case of the data has been obtained.

18.5 W Boson Comparison Results

The Figure 18.9 shows the comparisons between the collider data and FAST

MC for the diagnostic variables from W → eν events. The transverse mass of

the W is shown on the top left while the electron pT is shown on the top right.

The transverse missing energy is at the bottom left of the Figure and the W pT

is shown on the bottom right.

Figure 18.10 shows a comparison of the u‖, u⊥ and the recoil momentum

(uT ) distributions for the W events. These are important diagnostic variables

for ensuring that the recoil for the W events has been modeled as accurately as

possible for the analysis. At a first glance it seems like the distributions show

a significant disagreement between the data and FAST MC, particularly in the

recoil variables. This is because the error bars reflect the fluctuations due to

the W statistics only and do not reflect the effects of the limited Z statistics

that have been used for the calibration of the recoil model. When we take into

account the fluctuations due to the recoil parameters (e.g. RelScale, RelOffset,

RelSamplingA, etc.) that were tuned with the help of the Z data, we see that the
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discrepancy narrows down. This has been shown in a more quantitative way in

the bottom right plot of Figure 18.10.

18.6 Fitting Procedure for Determining the W Mass

As mentioned earlier, the W mass is determined by fitting each of the three

kinematic distributions of mT , pe
T and /ET to the corresponding template distri-

butions generated with the help of the FAST MC simulation. The templates are

produced for a range of input W mass values, in steps of 10 MeV. The backgrounds

are added to the simulated distributions.

A binned likelihood is computed between the data and each template. This is

done by calculating the product of the Poisson probability for each bin, with ni

observed events and mi expected events. The probability is given by:

L =
N
∏

i=1

e−mimni

i

ni!
(18.4)

The negative log likelihood is given as follows:

−lnL =

N
∑

i=1

(−ni ln mi +mi + ln ni!) (18.5)

Using the standard MINUIT minimization package we find the mass that mini-

mizes -ln L and the ±1σ values that increase -ln L by 0.5. The fits are performed

separately for the mT , pe
T and /ET distributions.

18.7 W Mass Results

The values of the W mass as obtained from the fits were blinded in the early

stages of the collider data analysis. The blinding was achieved with the help of

319



a constant but hidden offset embedded in the fitter, that shifted the central W

mass values by that amount [109]. The uncertainties, both for the Z and W

were never obscured so that the various tuning procedures could be carried out to

their maximum accuracy and the internal consistency checks could be performed

without any knowledge of the final W mass result. The results were unblinded

once the analysis had been approved by the collaboration.

Since the Z has been used extensively as a control sample for the W , for

calibrating the electron and recoil systems for the data analysis, it is important to

fit for the reconstructed Z mass first. The Z mass fit obtained from the collider

data Z → e+e− sample is shown in Figure 18.11. For an input value of MZ =

91.188 ± 0.0021 GeV used in the tuning, the value returned from the fit after all the

tuning procedures was 91.185 ± 0.033 (stat) GeV. This result is in agreement with

its input, reiterating the fact that the forms and values of the parameterizations

for the FAST MC have been derived quite accurately and are working effectively

for the analysis. We now proceed to fit confidently for the MW using the W → eν

collider data sample and W mass templates made from the FAST MC. For details

on the data analysis of the W mass please refer to [147].

The ranges for the W mass fits are important, they help us extract the maxi-

mum information from the kinematics of the W decay. The fit ranges are chosen

such that they minimize the detector effects on the kinematic variable (for small

values of the variable) and the effects of a finite decay-width (for large values of

the variable). The mT distribution is fit in the range 65-90 GeV, while each of the

pe
T and /ET distributions have a fit range of 32-48 GeV. Each of the distributions

is fit separately. The W mass results obtained after the unblinding are as follows.
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From a fit to the transverse mass distribution (mT ) we measure:

MW = 80.401 ± 0.023(stat) ± 0.037(syst) GeV (18.6)

A fit to the distribution of the transverse momentum of the electron yields:

MW = 80.400 ± 0.027(stat) ± 0.040(syst) GeV (18.7)

while a fit to the transverse missing energy distribution yields:

MW = 80.402 ± 0.023(stat) ± 0.043(syst) GeV (18.8)

These results are in excellent agreement with each other.

Each of the three kinematic data distributions along with the FAST MC tem-

plate that fits best have been shown in Figures 18.12, 18.13 and 18.14. The

figures also show the bin-by-bin χ values defined as the difference between the

data and template divided by the uncertainty of the data and show the likelihood

as a function of the assumed W mass.
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Figure 18.6. Top left: Z mass for data and FAST MC. Top right: Z pT

for data and FAST MC. Bottom left: Electron pT for data and FAST
MC. Bottom right: Recoil pT for data and FAST MC
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plot. Bottom: The negative log of the likelihood ratio L/L0 where L0 is
the maximum likelihood as a function of MW
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Figure 18.13. Top: The pe
T distribution for data and FAST MC with the

backgrounds added. Center: The χ value for each bin of the mass plot.
Bottom: The negative log of the likelihood ratio L/L0 where L0 is the

maximum likelihood as a function of MW
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Figure 18.14. Top: The /ET distribution for data and FAST MC with the
backgrounds added. Center: The χ value for each bin of the mass plot.
Bottom: The negative log of the likelihood ratio L/L0 where L0 is the

maximum likelihood as a function of MW
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CHAPTER 19

SYSTEMATIC UNCERTAINTY ON THE W MASS MEASUREMENT

19.1 An Introduction

In a precision measurement like this one, uncertainties associated with the

measured W mass value play a very important role. In most experimental mea-

surements there are two major sources of uncertainties, statistical and systematic.

Statistical as the name suggests comes from the size or statistical limit on the W

or Z sample. The systematics uncertainties arise from all possible sources asso-

ciated with the measurement, such as theoretical predictions of the process and

event kinematics, to experimental ones like the energy scales and resolution, etc.

The combined uncertainty indicates the precision of a particular measurement.

In our analysis the W mass can be obtained from fits to three different variables

obtained from the collider data. These are the distributions of the transverse mass

(mT ), transverse momentum of the electron (pe
T ) and the transverse momentum

of the neutrino (pν
T or /ET ). Hence in this chapter we refer to them as the MT, PT

and MET methods respectively, when we mention the systematics for a particular

source derived from each of these distributions.

As we know, the W mass is extracted from the above mentioned observables

with the help of templates produced by the parameterized FAST MC. The FAST

MC has to describe the effects of the actual DØ detector to within reasonable
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accuracies if it is to be used for producing all of the required templates. Hence it

is important to know what the effect on the W mass would be if the parameters

that help emulate the various detector effects in the FAST MC were not as accurate

as they should be for an ideal measurement of the W mass. In other words, this

chapter discusses the uncertainties on the measured W masses that could arise

from the mis-measurements of the various parameters. As we know some of the

parameters are essential for sculpting the energies of the leptons and hadrons while

some contribute in other ways to retrieving the correct value of the W mass from

the signatures of the W → eν events.

The standard procedure for determining the shifts in the W mass due to the

various uncertainties of the measured parameters here is by performing FAST MC

studies. The main steps of these studies can be outlined as follows:

1. A large ensemble of high statistics FAST MC W → eν samples are generated

by varying the optimal value of the relevant parameter, in steps of its stan-

dard deviation (±1σ, ±2σ). The other parameters are held constant, only

one parameter is varied at a time. These FAST MC samples are also called

pseudo-experiments or “fake data” samples and are referred to as “FAST

MC toys” in this chapter.

2. One hundred high statistics, FAST MC templates are made by varying the

W mass in a range, in steps of 10 MeV. The templates are made at the

optimal settings of all the parameters (including the relevant one).

3. The W mass is determined by fitting the FAST MC toys to the templates,

in this way we have at least five average values of MW for the optimal value

of the parameter and for the steps of its standard deviation. The errors on

these fits reflect the statistical error on the simulation.
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4. The slope or “sensitivity” is denoted as ∆MW/∆P , where P is the parameter

that has been varied. ∆MW is the difference between the true value of MW

and the MW values obtained from the FAST MC toys made by varying the

parameter P . ∆P is the variation of the parameter P (±1σ, ±2σ) in a range

about its optimal value. The sensitivity is determined from a linear fit to

the values of ∆MW versus ∆P .

This sensitivity is then used in the usual formula for error propagation and is

given by:

σ2
MW

(P ) '
(

∆MW

∆P

)2

σ2
P (19.1)

where ∆MW

∆P
is the slope and σP is the uncertainty on parameter P . The ' sign

indicates that instead of using the actual error (P0 − P ) on the parameter that

contributes to the final error, we estimate the error on the final result by the

product of the error on the parameter and the effect that the parameter has on

the final value of MW . The above formula can be used to propagate the errors for

parameters that are not correlated with each other.

In the event of determining errors on the W mass due to correlated parameters

(P1, P2, P3, .....) for any of the three methods mentioned above, we utilize the

correlation coefficients or covariance matrices obtained from the fit results for the

correlated parameters. This ensures that the correlation between the parameters is

accounted for correctly. The general expression [148] for combining the standard

deviations of individual parameters for estimating the total uncertainty on the

MW result is given as:

σ2
MW

(P1, P2, .....) ' σ2
P1

(

∆MW

∆P1

)2

+σ2
P2

(

∆MW

∆P2

)2

+2·σ2
P1P2

(

∆MW

∆P1

)(

∆MW

∆P2

)

+.....

(19.2)
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where

• σ2
MW

is the square of the uncertainty on the final result i.e. MW

• σ2
P1

and σ2
P2

are the individual variances of the correlated variables P1 and

P2

• σ2
P1P2

is the covariance between the variables P1 and P2

• ∆MW

∆P1
and ∆MW

∆P2
are the slopes or sensitivities when variables P1 and P2 are

varied

With these definitions, the standard deviation on the final result (in this case

the W mass) is determined by making use of the determined sensitivities and

uncertainties and covariance matrices in the case of correlated parameters.

The systematics on the W mass are broadly categorized into the experimental

and theoretical uncertainties. The theoretical uncertainties mainly arise from the

errors associated with modeling the production and decay of the vector bosons

such as errors on the parton distribution functions, uncertainty on the W and Z

boson pT and errors associated with the electroweak corrections. The experimental

systematics are mostly associated with the understanding of the energy of the

leptons, recoil momentum, backgrounds and efficiencies. We look at each of these

sources of systematics in detail in this chapter.

Table 19.1 provides a compilation of the various uncertainties associated with

this W mass measurement.
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19.2 Experimental Uncertainties

19.2.1 Electron Energy Scale

The precision with which we measure the absolute energy scale and offset

(Eresponse = α × Etrue + β) for the electron is the source of the dominant system-

atic. The uncertainties on the electron energy scale and offset (Chapter 14) are

individually large and both the parameters are highly anti-correlated (-99.7 %) as

shown in the Figure 18.1. Using this correlation the uncertainty on the W mass

due to these two scale factors is estimated to be 33 MeV, from any of the three,

mT , pe
T or /ET distributions. Most of this uncertainty comes from the statistical

limit of the Z → e+e− sample that is used to fit for the scale and offset here.

With only ∼ 19,000 CC Z events for this measurements, more statistics in this

sample would certainly help in lowering the uncertainty due to the scale.

19.2.2 Electron Energy Resolution

The systematic due to the energy resolution

(

σE

E
=

√

C2
EM +

S2

EM

E
+

N2

EM

E2

)

requires the measurement of the constant term (CEM) in the FAST MC toys.

Since the constant term is correlated with the sampling term (which has been

parameterized as a function of X0 for the calorimeter), part of the uncertainty

introduced by the sampling term will be compensated for by the determination of

the constant term. The uncertainty on the W mass due to the uncertainty in the

constant term is small, 2 MeV for the PT method and 3 MeV each for the MT

and MET methods.
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19.2.3 Electron Energy Non-Linearity

The precision with which the material upstream of the calorimeter has been

determined also contributes directly to the W mass by way of the electron energy.

As we have read earlier, the energy-loss corrections are determined from Z → e+e−

events. The fact that we are effectively measuring a ratio of MW/MZ depends on

the critical assumption that the calibration and tuning done at the Z mass can

be scaled down to the W mass. A mis-measurement in the material distribution

could be a potential source of a non-linearity in this scaling. The determination of

this systematic is complicated by the fact that the energy-loss corrections are used

in the calibration and reconstruction of the electron energies, besides the tuning

of the Parameterized Monte-Carlo Simulation.

For determining the systematics we basically make a large ensemble of FAST

MC toy samples by “undoing” the energy-loss corrections determined for the

amount of material nX0 first and then applying energy-loss corrections for ±1σ∆nX0
.

Since the constant term of the EM calorimeter is sensitive to changes in X0, it

is redetermined from Z → e+e− FAST MC events. Thereafter, W → eν FAST

MC toy samples are made using the alternative energy loss corrections and the

new constant term. The systematic is derived from the measurements of the W

mass from the toy samples for the change in material (∆nX0). The uncertainty

in the determination of the material upstream of the calorimeter results in an

uncertainty of 6 MeV from the PT method, 4 MeV from the MT method and 7

MeV from the MET methods, on the measured W mass.
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19.2.4 Recoil Momentum Scale and Resolution

The uncertainties on the measured W mass arising from the mis-measurements

of the recoil tuning parameters and systematic biases in the recoil simulation

procedure is known as the systematic error here. As we have read earlier, the

recoil tuning parameters (RelScale, RelOffset and τHAD for the response and

RelSampA, RelSampB and αmb for the resolution) are tuned with the help of the

Z → e+e− collider data sample.

The systematic is determined by generating a high ensemble of FAST MC

toy samples by varying the relevant parameter in steps of ±1σ and ±2σ. The

sensitivity ∆MW

∆P
is determined from theW masses of these toys and the uncertainty

on the W mass from data is then given by the product of the sensitivity and

the uncertainty on the relevant parameter. The tuning parameters of the recoil

model are correlated and hence the equation 19.2 is used here. The corresponding

systematics are 12 MeV from the PT method, 6 MeV from the MT method and

20 MeV from the MET method.

19.2.5 Efficiencies

The dominant efficiency related uncertainty results from the u‖ efficiency (see

Chapter 13). This uncertainty has two components, first comes the determination

of the efficiency itself from Z → e+e− events and secondly the scaling of this effi-

ciency to the W → eν events. In the combined form, the systematic is estimated

at 6 Mev for the PT method, 5 MeV for the MT method and 5 MeV for the MET

method.
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19.2.6 Backgrounds

The backgrounds from three main sources, QCD, W → τν and Z → e+e−,

for the three distributions of mT , pe
T and /ET are normalized on the same plot as

shown in Figure 16.5 of Chapter 16. The uncertainties on the W mass due to the

backgrounds are estimated by varying the backgrounds by ±1σ. The systematics

from the backgrounds are 5 MeV from the PT method, 2 MeV from the MT

method and 4 MeV from the MET method. They represent a small contribution

to the overall uncertainty.

19.3 Theoretical Uncertainties

19.3.1 Parton Distribution Functions

The parton distribution functions (PDF) used in the description of the cross-

sections in the event generators also have an uncertainty associated with them.

The systematic uncertainty on the mass of the W boson due to the uncertainty in

the PDF sets is estimated by using the W → eν events generated by the PYTHIA

Monte-Carlo generator.

The “fake data” consists of FAST MC toy samples generated using PYTHIA

and the central PDF set as defined in the Chapter 3. The generated W →

eν events are passed through the FAST MC simulation of the detector. Upon

satisfying all the requirements for selecting events deemed ideal for the analysis,

these events make up the FAST MC toy samples.

The templates are also generated using the same procedure, but they are

reweighted using the standard PDF reweighting method. By varying each of

the 20 parameters by a ±1σ, 40 additional PDF sets are defined (see Chapter 3).

A set of 100 templates represents each of those 40 variations. The template sets
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are used to extract the W mass from the fake data samples and the systematic

(σMW ) is determined with a 68% confidence level as follows:

σMW =
1

2 × 1.6

√

√

√

√

20
∑

i=1

(M+
i −M−

i )2 (19.3)

where M+
i and M−

i denote the W mass obtained from the use of templates made

from the +1σ and -1σ of the ith orthogonal PDF set [149].

The systematic on the W mass due to the PDF is estimated for all the three

distributions (mT , pe
T and /ET ), they are found to be 11 MeV from the PT method,

10 MeV from the MT method and 14 MeV from the MET method.

19.3.2 W and Z Boson pT

At the Tevatron, the uncertainty due to the theoretical description of the trans-

verse momenta of the vector bosons (pZ
T and pW

T ) is most sensitive to the value of

g2, it has limited sensitivity to g1 and is almost insensitive to g3. These parameters

are used in the BLNY [150, 151] parameterization of the non-perturbative region

of the pT spectrum. This has been discussed in detail in Chapter 3 and 11.

A change in the value of g2 changes the mean of the boson pT , most effectively.

For the purposes of this analysis we use the global fit value of g2=0.68 ± 0.02

GeV2 and estimate the uncertainty on the W mass due to g2. The uncertainties

due to g1 and g3 are negligible.

The systematic uncertainty due to g2 is estimated by making FAST MC toy

samples for different parameter values of g2, ranging from g2=0.64 to g2=0.72 in

steps of 0.02. The templates are made with the global value of g2=0.68. The

W mass is then extracted from the mT , pe
T and /ET distributions. These W mass
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values for each value of g2 determine the slope or sensitivity (∆MW /∆g2). The

uncertainties are estimated to be 5 MeV from the PT method, 2 MeV from the

MT method and 2 MeV from the MET method.

19.3.3 Electroweak and FSR Photon Corrections

As mentioned in Chapter 11 photons can be radiated in the intial or final-

state of the processes forming W/Z bosons. These impact the energy of the

electron from the W/Z and consequently the W mass. Hence the impact on

the W mass due to the uncertainties associated with all these corrections is an

important systematic. It is estimated with the help of WGRAD and ZGRAD.

The two are parton level Monte-Carlo programs for calculating the electroweak

radiative corrections to W/Z boson production at hadron colliders.

WGRAD and ZGRAD are well equipped to study the effects of initial and

final state photon radiation for upto one photon. There are 2 parameters in

WGRAD/ZGRAD that control the radiated photons, one is the minimum trans-

verse momentum of the radiated photon, pmin
T (γ), which is denoted by the δs

variable in WGRAD/ZGRAD, the other is the minimum distance, ∆R between

the photon and electron, denoted by the δc variable in the WGRAD/ZGRAD

generators.

The procedure for determining the systematics is similar to the other cases.

“Fake data” W → eν samples are generated using the event generator and the

FAST MC simulation of the detector, for a range of δs (or δc) values. W mass

templates are also made in the same way for a certain value of δs (or δc). The

W mass is determined with the help of both these sets of events and the shift of

the W mass from its optimum for each δs (or δc) value gives us a gradient for
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predicting the systematic. Since we are effectively measuring the ratio of the W

to Z masses, we also determine the relative shift of the Z mass due to shifts in δs

(or δc).

Tables 19.2 and 19.3 show the effect of the minimum photon pmin
T (γ) cut on

the W mass measurement and on the ratio MW /MZ for all the three distributions.

As δs decreases, the pmin
T (γ) also decreases allowing more photons to be radiated

from the W propagator and the final-state electron. This leads to a reduction of

their energies and thus to a lower W mass value. However the Z mass gets lowered

too and so the ratio between the two masses remains stable for δs < 0.02. We use

δs=0.01 as the default value for our analysis and the systematic uncertainties on

the MW measurement due to the pmin
T (γ) cut has been estimated for δs between

0.00025 and 0.02. These correspond to values of pmin
T (γ) between 10 MeV and

800 MeV respectively. The systematic uncertainties are estimated to be 2 MeV

from the mT distribution, 1 MeV from the pe
T distribution and 3 MeV from the

/ET distribution.

The distance of proximity of the radiated photon and electron does not have

an appreciable effect on the W mass. The effect of the cone size for merging the

electrons and photons is larger. This effect is estimated in the same way as for

δs. “Fake data” W samples were generated for different values of ∆R ranging

from 0.2 to 0.4. Templates were made for ∆R=0.2. The uncertainty on the W

mass was estimated from the deviations in the W mass obtained for the different

values of ∆R. The systematic uncertainties are 1 MeV for mT method, 1 MeV for

pe
T method and 5 MeV for /ET . The electron-photon merging cone size affects the

electrons from both the W and Z decays and since we are measuring the relative
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impact (ratio of W to Z) the uncertainty for the /ET method is larger.

The WGRAD generator is also used for estimating the effect of ISR, ISR-FSR

interference and other EW corrections. This is possible because WGRAD has

provisions to allow us to study the effect of FSR-only corrections or the full EW

corrections. To estimate the above systematic “fake data” W → eν samples are

made from WGRAD with the full EW corrections implemented in them. Then

W mass templates are made from WGRAD with the effects of FSR-only related

corrections incorporated in them. The deviation of the resulting W mass from its

input shows the effect of ISR, ISR-FSR interference and other EW corrections.

The final uncertainties are obtained as 5 MeV from the mT distribution, 5 MeV

from the pe
T distribution and 5 MeV from the /ET distribution.

Since PHOTOS is more adept at dealing with the corrections due to one or

more final-state photons we use RESBOS interfaced with PHOTOS as the main

event generator for our W mass analysis. However since the RESBOS-PHOTOS

combination neglects higher order QED processes such as ISR-FSR interference

and W/Z self-energy box diagrams, we also estimate the difference between using

PHOTOS and WGRAD for the FSR-only corrections. This is done by making

“fake data” sample using WGRAD with contributions from the FSR-only correc-

tions. Thereafter W mass templates are made by using PHOTOS. The difference

between the measured W mass and the input indicates the systematic uncertainty

due to the event generators. The final uncertainty stands at 5 MeV from the mT

distribution, 5 MeV from the pe
T distribution and 5 MeV from the /ET distribution.

The final systematic uncertainty due to all the electroweak corrections needs

to include the uncertainties from all the above sources and is found to be 7 MeV

from the mT distribution, 7 MeV from the pe
T distribution and 9 MeV from the
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/ET distribution.

19.4 Concluding Remarks on the Uncertainties

The uncertainties on the present measurement of the W mass are mainly due

to statistical limitations. Both the W and Z data samples at 1 fb−1 cannot

be considered to be large samples, especially when compared to the 10 fb−1 of

integrated luminosity data that the Tevatron plans to record. More statistics

could help bring down most of the major systematics like the electron energy

and the recoil scales. The dominant theoretical uncertainty is the PDF. Their

determination from the “global fits” to the world’s data will also benefit from more

data being available as the parameters describing the PDF sets can be determined

much more accurately. For example the determination of the W forward-backward

charge asymmetry that helps constrain the PDFs will benefit directly from an

increase in statistics.
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TABLE 19.1

SYSTEMATIC UNCERTAINTIES ON THE W MASS RESULTS

Source σ(mW ) MeV σ(mW ) MeV σ(mW ) MeV

mT p e
T /ET

Experimental

Electron Energy Scale 34 34 34

Electron Energy Resolution 2 2 3

Electron Energy Nonlinearity 4 6 7

W and Z Electron energy loss differences 4 4 4

Recoil Model 6 12 20

Electron Efficiencies 5 6 5

Backgrounds 2 5 4

Experimental Total 35 37 41

W production and

decay model

PDF 10 11 11

QED 7 7 9

Boson pT 2 5 2

W model Total 12 14 14

Total 37 40 43
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TABLE 19.2

MASS SHIFT OF W AND Z DUE TO δs VARIATION

δs Eγ cut ∆MW ∆MW ∆MW ∆MZ

(MeV) (mT ) (pe
T ) (/ET )

(MeV) (MeV) (MeV) (MeV)

0.00025 10 -25 ± 3 -23 ± 4 -22 ± 4 -34 ± 2

0.0005 20 -29 -29 -27 -30

0.0006 24 -24 -27 -24 -32

0.0007 28 -24 -29 -19 -32

0.0008 32 -21 -23 -20 -33

0.001 40 -20 -20 -20 -27

0.003 120 -17 -22 -14 -21

0.005 200 -10 -13 -12 -15

0.01 400 0 0 0 0

0.015 600 5 8 6 11

0.02 800 18 20 15 26
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TABLE 19.3

MASS RATIO OF W AND Z DUE TO δs VARIATION

δs Eγ cut ∆(MW

MZ
) ∆(MW

MZ
) ∆(MW

MZ
)

(MeV) (mT ) (pe
T ) (/ET )

(×10−5) (×10−5) (×10−5)

0.00025 10 5.5 7.7 8.8

0.0005 20 -2.8 -2.8 -0.6

0.0006 24 4.6 1.3 4.6

0.0007 28 4.6 -0.85 10.0

0.0008 32 8.9 6.7 10.0

0.001 40 4.2 4.2 4.2

0.003 120 1.7 -3.8 5.0

0.005 200 3.5 0.25 1.3

0.01 400 0 0 0

0.015 600 -5.2 -1.9 -4.1

0.02 800 -5.4 -3.2 -8.7
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CHAPTER 20

CONSISTENCY CHECKS

20.1 A Brief Introduction

In this chapter we present the consistency checks on the analysis. By chang-

ing one aspect of the analysis at a time, we check to see if the measurement is

consistent or stable under that change. These aspects could be a cut on an event

selection criterion such as the pT of the electron, or splitting up the data sample

into two subsets on the basis of a criterion such as the luminosity, etc. The split-

ting is typically done on a variable that is either considered difficult to describe

or one that is sensitive to many aspects of the parameterized simulation.

The first set of consistency checks is performed by varying the fit ranges to

observe the affect of varying fit ranges on the W mass values. We also perform

additional checks which are more fundamental to the analysis and technically

harder to implement. An important thing to keep in mind is the fact that we

are able to attain the desired precision on the W mass because we are measuring

the ratio of the W to the Z mass, effectively. Hence many systematic effects

cancel out as a result of this ratio. This implies that when we change a selection

criterion or condition for a particular consistency check, we should retune the EM

energy scale and the recoil model to the Z electrons. Similarly, when we split the

sample into two subsamples, we should retune the EM energy and recoil systems
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to the Z, separately for each subsample, before using it to determine the W mass.

However retuning of the electron and recoil systems is a very time intensive and

arduous procedure. Hence this is not exactly what we do here. In our consistency

checks we study the impact of a variation (of a selection criterion or a sample

splitting) on the W and Z masses separately. This is facilitated by the FAST MC

templates which can be produced relatively quickly. Hence instead of carrying

out the entire parameterization with the Z and then determining the W mass, we

study the impact as a function of W and Z masses, the latter being equivalent

to the former. The relevant figure of merit now is not the W mass alone, but the

ratio of the measured W and Z masses.

20.2 Fitting Intervals

The fit intervals (or ranges) are important for all the three W mass distribu-

tions (mT , pe
T and /ET ) as they enable us to extract the W mass information from

the W decay. The effects of the detector compete with the kinematic effects of the

event in each of the observables. The fit range needs to be chosen in a way that

optimizes the effects of both, thus helping in an accurate determination of MW .

For this consistency check we vary the fit ranges, both upper and lower values, one

at a time and observe the change in the fitted W mass from the nominal value.

The nominal value is defined as the MW obtained (80.011 GeV, it is blinded) with

the default fit ranges of 65-90 GeV for the mT and 32-48 GeV for each of the pe
T

and /ET distributions, as quoted in the Chapter 18.

Figures 20.1, 20.2 and 20.3 show the variations of the fitted W mass obtained

for different choices of the fitting intervals with respect to the nominal results

(indicated by the blue dots), both from the collider data. Since the data sample
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used for all the measurements is the same, these measurements are correlated. This

needs to be taken into account. While determining the stability of the variations

in MW , we determine the uncorrelated statistical error between the MW obtained

from the chosen fit range and that of the nominal. This uncorrelated error (σuncorr)

is given by:

σuncorr = σ2
nominal + σ2

fr + 2 × ρ× σnominal × σfr (20.1)

where σfr stands for the statistical error from the MW fit with the chosen fit

range while σnominal is the corresponding value for the nominal fit range. ρ is the

correlation coefficient between σnominal and σfr.

The yellow band displays this uncorrelated error. This error is estimated from

the MW values from fits to FAST MC toys which are like pseudo data samples.

The two dashed lines on each figure indicate the statistical uncertainty obtained

from using the nominal (default) fit range.

20.3 Instantaneous Luminosity

We split the data sample on the basis of instantaneous per-tick luminosity, into

a “low lumi” subsample (per-tick lumi < 1 × 1030 cm−2 s−1) and a “high-lumi”

subsample (per-tick lumi > 1 × 1030 cm−2 s−1). The value of the cut has been

chosen in such a way that both subsamples are almost of the same size. Since

the high-lumi regime leads to more activity in the detector, this consistency test

is important for checking the capability of the event reconstruction algorithms

for extracting the information related to W and Z bosons, both in clean and

hyper active detector conditions. The W and Z masses are measured from each

of the subsamples and the resulting ratios are computed. Figure 20.4 shows the

W and Z masses along with the “relative change in the mass ratio”. The relative
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Figure 20.1. Top: Sensitivity of the fitted MW values to the choice of fit
interval for mT distributions when upper edge is fixed. Bottom:
Sensitivity of MW when the lower edge is fixed. The yellow band

indicates the expected statistical variations

change is defined as the ratio of measured W and Z masses (taking into account

their statistical uncertainties) divided by the ratio of the nominal result for the

W mass from the mT observable (80.011 GeV) and the nominal result for the Z

mass (91.185 GeV), without the uncertainties on the nominal values. The relative

change in the mass ratio is expected to be consistent with unity. As seen in

Figure 20.4, the ratios are consistent, thus implying that our measurements are

stable.
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Figure 20.2. Top: Sensitivity of the fitted MW values to the choice of fit
interval for pe

T distributions when upper edge is fixed. Bottom:
Sensitivity of MW when the lower edge is fixed. The yellow band

indicates the expected statistical variations

From Figure 20.4 it is evident that there is an “apparent lowering trend”

present for both the W and Z masses at higher luminosities. This is a real effect

and not a statistical oddity because it is expected from first principles [152] and

has been confirmed with more data at higher luminosities in Run IIb [153].
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Figure 20.3. Top: Sensitivity of the fitted MW values to the choice of fit
interval for /ET distributions when upper edge is fixed. Bottom:

Sensitivity of MW when the lower edge is fixed. The yellow band
indicates the expected statistical variations

20.4 Time

We now split our sample according to “time” or data-taking period, into an

“early” subsample (run number < 202471) and a “late” subsample (run number

≥ 202471). The cut separates the data collected before and after the August 2004

shutdown. The early subsample has been recorded at a lower instantaneous lumi-

nosity than the late subsample, on an average. The stability of the reconstruction

and analysis procedure is tested out in different time regimes by this consistency
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Figure 20.4. Left: W mass as measured from the mT , pT (e) and
/ET observables, separately for the “low lumi” and the “high lumi”

subsamples. The green line and grey band indicate the nominal result
from the mT observable and its uncertainty. Middle: Z mass as

measured from the di-electron invariant mass spectrum, separately for
the two subsamples. The green line shows the nominal result from the

fit to the full Z sample. Right: The resulting mass ratios, separately for
the mT , pT (e) and /ET observables and for the two subsamples, divided

by the nominal mass ratio. The green line indicates unity

check. Any time-dependent effects, changes in any calibration or degradation in

the detector readout if present, will reveal themselves in the values of the W and

Z masses obtained herein. The W and Z masses as well as the relative change in

the mass ratios are presented in Figure 20.5. The relative change in the mass ratio

is consistent with unity, proving that our measurements are stable. The trend to

an apparent lower mass at higher instantaneous luminosities, is also visible here

and has also been reported from the second data-taking period (Run IIb).

20.5 Scalar ET

The data sample is now split up according to scalar ET (SET). We divide our

data into a “low SET” subsample (SET < 50 GeV) and a “high SET” subsample
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Figure 20.5. Left: W mass as measured from the mT , pT (e) and
/ET observables, separately for the “early” and the “late” subsamples.
The green line and grey band indicate the nominal result from the mT

observable and its uncertainty. Middle: Z mass as measured from the
di-electron invariant mass spectrum, separately for the two subsamples.

The green line shows the nominal result from the fit to the full Z
sample. Right: The resulting mass ratios, separately for the mT , pT (e)
and /ET observables and for the two subsamples, divided by the nominal

mass ratio. The green line indicates unity

(SET > 50 GeV). Scalar ET of an event is defined as the energy flow in the trans-

verse plane of the beams and excludes the energy of the electron clusters. Hence

an increase of SET indicates more energy in the event and could interfere with the

detection of the event (W/Z) signatures. However this consistency test reveals

the robustness of our reconstruction procedure in the analysis, even in the cases

of increased activity in the event. The W and Z masses along with the resulting

relative change in mass ratio are shown in Figure 20.6. Our measurements are

stable as seen from the consistency of the mass ratio plots around unity.
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Figure 20.6. Left: W mass as measured from the mT , pT (e) and
/ET observables, separately for the “low SET” and the “high SET”

subsamples. The green line and grey band indicate the nominal result
from the mT observable and its uncertainty. Middle: Z mass as

measured from the di-electron invariant mass spectrum, separately for
the two subsamples. The green line shows the nominal result from the

fit to the full Z sample. Right: The resulting mass ratios, separately for
the mT , pT (e) and /ET observables and for the two subsamples, divided

by the nominal mass ratio. The green line indicates unity

20.6 Phi Fiducial Cut

We now vary the φ fiducial requirement. Our nominal requirement, φ mod <

0.80, cuts away 10% of the phase space at each edge of each CCEM module. The

analysis is also performed for two tighter versions of this requirement, namely φ

mod < 0.75 and φ mod < 0.70. As we have read in Chapter 13 we avoid EM

clusters near the edges of the module boundaries. This could lead to a significant

bias in the reconstructed energy clusters thus impacting the electron pT . Hence

this is a very important cross-check to verify if our nominal requirement of ex-

cluding 10% of each module edge is appropriate for minimizing the above bias in

the analysis. The effects of these cuts on the W and Z masses are summarized

in the plots shown in Figure 20.7. We notice that the relative change in the mass
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ratio is consistent with unity.
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Figure 20.7. Left: W mass as measured from the mT , pT (e) and
/ET observables, separately for two variations of the phi fiducial cut. The

green line and grey band indicate the nominal result from the mT

observable and its uncertainty. Middle: Z mass as measured from the
di-electron invariant mass spectrum, separately for the two cut

variations. The green line shows the nominal result from the fit to the
default Z sample. Right: The resulting mass ratios, separately for the
mT , pT (e) and /ET observables and for the two cut variations, divided by

the nominal mass ratio. The green line indicates unity

While it is irrelevant for the measurement of the W mass, we notice that

the measured W and Z masses are not stable separately. This signifies that our

rudimentary model of the energy response variation across the EM modules of

the CC is not precise to the per-mil level. This is not surprising because the

parameters describing the model have never been tuned precisely.
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20.7 uT Cut

The magnitude of the transverse momentum of the recoil is denoted as uT .

Our nominal requirement is 0 < uT < 15 GeV. As part of the consistency check,

we perform the analysis with two different cuts of uT , a tighter version with uT <

10 GeV and a loose one with uT < 20 GeV. The recoil cut helps sculpt the electron

pT spectrum, thus impacting the pe
T and mT measurements of the W mass. This

consistency check shows the impact of relaxing this cut on the W and Z masses.

The effects of these cut variations on the W and Z masses and the ratio can

be seen in Figure 20.8. The consistency of the relative change in the mass ratio

plot with unity, indicates that our measurements are stable with respect to this

variation.

Although it is irrelevant for our measurement of the W boson mass, one could

in principle conceive a very small increase in the measured masses as the uT cut is

relaxed due to the larger flux of positive energy in the selected events. While the

central values for the masses follow this pattern, we do not see evidence of any

statistically significant trend. Within the precision levels of our current statistics,

the measured W and Z masses are stable individually.

20.8 u‖

u‖ is defined as the projection of the transverse momentum of the recoil in

the direction parallel to the direction of the electron. We split the data sample

into a subsample of negative u‖ and a subsample of positive u‖. There is no direct

equivalent of this splitting for the Z sample.1 However this is not pertinent for the

1Since there are two electrons from each Z decay that are reconstructed in roughly opposite
directions in the transverse plane.
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Figure 20.8. Left: W mass as measured from the mT , pT (e) and
/ET observables, separately for two variations of the uT cut. The green
line and grey band indicate the nominal result from the mT observable
and its uncertainty. Middle: Z mass as measured from the di-electron
invariant mass spectrum, separately for the two cut variations. The

green line shows the nominal result from the fit to the default Z sample.
Right: The resulting mass ratios, separately for the mT , pT (e) and

/ET observables and for the two cut variations, divided by the nominal
mass ratio. The green line indicates unity

consistency check since we expect the W mass to be stable on its own under this

splitting and not just with respect to the mass ratio. As we’ve seen earlier, the

u‖ denotes the component of the recoil in the direction of the W/Z electron and

thus an increase of u‖ increases the probability of the electron signature getting

drowned in the recoil. In a high luminosity regime this situation is very probable

and thus this consistency check is important for testing the robustness of the

electron reconstruction algorithms and procedures. The W mass results from the

two subsamples as shown in Figure 20.9, indicate that the two subsets agree with

each other and that our measurement is stable.

The difference in central values for the mT and /ET observables is somewhat

larger than that for the pe
T observable. Upon inspection one finds that this dif-
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ference is related to the same events that cause the fluctuation in the earlier

Figure 20.8. The events responsible for these higher values “live” at /ET ≥ 45

GeV and mT ≥ 90 GeV. The difference in central values from these two distribu-

tions (mT and /ET ) vanishes almost completely when the fitting range is slightly

reduced to a lower value at the upper end, as indicated by the last four points of

Figure 20.9.
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Figure 20.9. W mass as measured from the mT , pT (e) and
/ET observables, separately for the subsamples of negative and positive
u‖. For the mT observable, in addition to the results obtained using the

nominal fitting range (65 − 90 GeV), we also report results from the
slightly more restricted fitting range 65 − 88 GeV. Similarly, for the
/ET observable additional results from the more restricted fitting range

32 − 42 GeV are included
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CHAPTER 21

THE COMBINATION OF THE W MASS RESULTS

21.1 A Brief Introduction

The W mass results obtained from the three kinematic distributions (mT , pe
T

and /ET ) are correlated, both statistically and systematically. This chapter will

describe the determination of the statistical and systematic correlations between

them. These three measurements are later combined using the BLUE (Best Linear

Unbiased Estimate) method [154, 155] which takes into account the correlations

between the different measurements. A more detailed presentation of the proce-

dure of combining the three W masses is given in [157].

21.2 Determination of Statistical Correlations for the Three MW Measurements

The same collider data sample is used for obtaining all the three W mass mea-

surements. This gives rise to statistical correlations between the three measured

values depending on the size of the data sample.

The procedure for determining the statistical correlations can be outlined as

follows:

1. A large number of W → eν FAST MC (PMCS) samples are made with the

help of the RESBOS event generator. Each is generated at a W mass of
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80.403 GeV (input value for RESBOS) and is the size of our collider data

sample. Three hundred data-like samples were made in this way.

2. One hundred high statistics, FAST MC templates are made by varying the

W mass in a range, in steps of 10 MeV.

3. The W mass is measured by fitting each of the FAST MC samples with the

templates, using the three distributions (pe
T , mT and /ET ), one at a time. The

results of these fits are used to determine the statistical correlation between

the three measurements.

The statistical correlations were determined using the expression from the

“Pearson’s product-moment correlation coefficient” [148]. Here the correlation

coefficient ρX,Y between two random variables X and Y with expected values µX

and µY and standard deviations σX and σY is defined as:

ρxy =
N

∑

xiyi −
∑

xi

∑

yi
√

N
∑

x2
i − (

∑

xi)2
√

N
∑

y2
i − (

∑

yi)2
(21.1)

where the summation is from i = 1,2, ..... N. Here xi and yi are a series of N

measurements of X and Y.

Table 21.1 shows the coefficients that represent the correlations on our three

W mass measurements due to the statistics of our data W → eν sample.

21.3 Determination of Systematic Correlations for the Three MW Measurements

In the experimental domain, the dominant systematics for the W mass mea-

surement arise from the uncertainties in the parameterizations of the electron

response and the recoil response and resolution. Amongst the uncertainties re-
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TABLE 21.1

CORRELATION COEFFICIENTS FOR THE W MASS

MEASUREMENTS DUE TO THEIR STATISTICS

mT pe
T /ET

mT 1 0.699467 0.62245

pe
T 0.699467 1 0.357875

/ET 0.62245 0.357875 1

lated to the vector boson production and decay model, the parton distribution

functions (PDFs) are the chief source of systematics. Hence the systematic corre-

lations between the three W mass measurements due to the electron, recoil and

PDFs have been determined here. It should be kept in mind that the parameteri-

zations for these three are also obtained from the same data sample and are used

for all three measurements of the W mass, hence the correlations between them.

The “covariance matrix for the W mass measurement” is determined as the

first step towards estimating any of the systematic correlations. The correlation

coefficients for the three measurements can then be determined from these covari-

ance terms. The various terms of this matrix are determined using the following

general expression [53]:

CM
QR =

Np
∑

k,l=1

DM
QkC

P
klD

M
Rl (21.2)

Here indices Q and R denote any two of the three W mass measurements. CP
kl

is the parameter covariance matrix for the electron or recoil. This matrix is a

product of the fits that are performed for obtaining the electron response or the
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recoil tuning parameters. Np denotes the number of relevant parameters for the

electron, recoil or PDF. DM
Qk and DM

Rl are the derivatives or “sensitivities” of the

W mass with respect to the parameter being considered. These derivatives are

obtained by noting the change inW mass due to a deviation of the parameters from

their optimal values and are assumed to be linear with the change in the relevant

parameters. They are obtained in the same way as the sensitivities mentioned in

the Chapter 19 and hence:

DM
Qk =

∆MQ

∆Pk
(21.3)

Here ∆MQ is the change in the W mass from a measurement Q, for a change of

∆Pk in the parameter Pk.

The derivatives for the electron and recoil shown here have been obtained

beforehand during the course of determining the systematics on the W mass by

the usual method of an error propagation, as described in Chapter 19.

The parameter covariance matrix and the derivatives of the parameters ob-

tained in each case are plugged into equation 21.2 to determine the correlations

between the three W mass measurements arising from the systematics of the elec-

tron, recoil or PDF. The correlation coefficients are then determined from the

respective covariance matrices.

Table 21.2 shows the correlation coefficients on our three W mass measure-

ments due to the electron systematics, while Table 21.3 shows the same for the

recoil systematics.

The correlations between the W mass measurements due to the PDF uncer-
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TABLE 21.2

CORRELATION COEFFICIENTS FOR THE W MASS

MEASUREMENTS DUE TO ELECTRON SYSTEMATICS

mT pe
T /ET

mT 1 0.900887 0.998228

pe
T 0.900887 1 0.925122

/ET 0.998228 0.925122 1

tainties were estimated using the formula below:

∆MW =
√

CM
Q =

√

√

√

√

Np
∑

i

(M+
Q,i −M−

Q,i)
2

(2 ∗ 1.6)2
(21.4)

This is obtained from the basic equation 21.2 by way of some simplifications.

Table 21.4 shows the correlations between the three W mass measurements due

to the PDF systematics.

21.4 Combining the three measurements using BLUE

BLUE, the standard method of combining results from different measurements,

is used here for combining our three different (pe
T , mT , /ET ) W mass measurements

by taking into account the correlations due to the statistics, electron energy re-

sponse, recoil model and the PDF systematics that exist between them. All other

sources of systematics (such as QED, backgrounds, efficiencies) have been consid-

ered to be 100% correlated.

364



TABLE 21.3

CORRELATION COEFFICIENTS FOR THE W MASS

MEASUREMENTS DUE TO RECOIL SYSTEMATICS

mT pe
T /ET

mT 1 0.648404 0.247175

pe
T 0.648404 1 0.0759881

/ET 0.247175 0.0759881 1

With the numbers shown in Table 19.1 of Chapter 19, the combined W mass

comes out to be:

80.401 ± 0.043 GeV (Stat : 0.021, Syst : 0.038) (21.5)

The overall χ2 is 0.003 for these three measurements and correponds to a proba-

bility of 99.87%. A small shift in the combined value of MW comes in the form

of a correction due to ΓW . The MW value is corrected to the same assumed W

boson width value for achieving consistency between results from DØ and CDF.

The standard value of the ΓW used is 2093.2±2.2 MeV. The combined value of

MW when corrected to this value [156] increases by 1 MeV to:

80.402 ± 0.043 GeV (21.6)

The overall correlation coefficients are shown in Table 21.5.
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TABLE 21.4

CORRELATION COEFFICIENTS FOR THE W MASS

MEASUREMENTS DUE TO PDF SYSTEMATICS

mT pe
T /ET

mT 1 0.990215 0.987714

pe
T 0.990215 1 0.999794

/ET 0.987714 0.999794 1

TABLE 21.5

FINAL CORRELATION COEFFICIENTS FROM BLUE

mT pe
T /ET

mT 1.0 0.83 0.82

pe
T 0.83 1.0 0.68

/ET 0.82 0.68 1.0

21.5 Future Prospects of the MW analysis

Precision measurements of the W mass are very important for establishing

the validity of the electroweak theory of the Standard Model. As we have read

in Chapters 1 and 2, higher order contributions, in the form of the electroweak

radiative corrections, augment the value of the W mass. Within the framework of

the Standard Model, these corrections are dominated by loops involving the top
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quark and the Higgs boson. They are proportional tom2
t and lnMH for large values

of the masses of the top quark (mt) and Higgs boson (MH) respectively. Thus the

measured W mass can be compared with the value calculated from the theoretical

models for a study of the impact of the radiative corrections. Besides, if there are

new particles that couple to the W , they may give rise to additional corrections to

the W (e.g. the MSSM extension to the Standard Model can increase MW by up

to 250 MeV) [68]. Hence a measurement of the W mass is extremely important

not only as a rigorous test of the Standard Model but as an excellent probe for

searches for new physics.

The result presented in this analysis of the W mass measurement (80.401 ±

0.043 GeV) has been combined with the previous results from other experiments,

by taking into account the correlations that might exist between any two exper-

iments. The new world average value determined by the Tevatron Electroweak

Working Group is 80.399 ± 0.023 GeV and is shown in Figure 21.1.

In conjunction with the measurements of the mass of the top quark, the W

mass also imposes significant constraints on the mass of the elusive Higgs boson.

The latest constraints on the Higgs mass from the most recent (2009) measure-

ments of the top and W masses are MH < 157 GeV without the direct LEP

constraints (was 163 GeV) and MH < 186 GeV with the direct LEP constraints

(was 191 GeV).

As we have read earlier, the dominant systematics in this 1 fb−1 measurement

of the W mass (electron response, recoil response and resolution, parton distri-

bution functions) are mainly due to the statistical limitations (∼ 20000 events)

of the Z samples that were used to derive them. With the Tevatron planning to

deliver about 10 fb−1 of data over the next few years, the statistical component of

367



 (GeV)Wm
80 80.2 80.4 80.6

LEP2 average  0.033±80.376 

Tevatron 2009  0.031±80.420 

D0 Run II  0.043±80.402 

D0 Run I  0.083±80.478 

Tevatron 2007  0.039±80.432 

CDF Run  II  0.048±80.413 

CDF Run 0/I  0.081±80.436 

World average  0.023±80.399 

July 09 

Figure 21.1. The world average value of the W mass including this
DØ Run IIa measurement

these uncertainties should scale down by a factor of
√

10. After this it might reach

the regime where the systematic contribution becomes the major factor in these

uncertainties. Besides, this huge increase in the data will also effect other mea-

surements, the results of which have a significant impact on the W mass analysis.

For example, the W forward-backward charge asymmetry which helps constrain

the PDFs and a measurement of the transverse momentum of the Z boson which

is pertinent for modeling the pT in the W events will also benefit from more data

for their determination.
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Future particle colliders like the LHC (Large Hadron Collider) will see an in-

creased cross-section of the production of the W and Z bosons with collisions at

√
s=14 TeV. However, given the high instantaneous luminosity conditions in the

detector, it will take awhile for these experiments to achieve an accurate under-

standing of the response of their subsystems and the precision on the calibrations

of the electron and hadronic systems of these events, to the level desired for a

precise analysis like the MW . Colliders like the ILC (International Linear Col-

lider) will have a much cleaner environment due to their e+e− beams and thus

will not be sensitive to the effects of the parton model. However the construction

and commissioning of the ILC might be a reality in the distant future compared

to the time scale for probes into new physics and making interesting discoveries.

The analyses at the Tevatron have only begun. This is the first W mass

measurement of the Run IIa data taking period at DØ. The W mass group at

DØ is in the process of analyzing ∼ 4 fb−1 of data at present and hopes to publish

a new result in time for the Winter 2010 conferences. As noted earlier, the CDF

experiment has also performed a first measurement of the mass of the W boson in

2007 and is currently analyzing more data. Both these experiments will contribute

significantly towards laying the foundations for any discoveries or new and exciting

physics that exists both within and beyond the scope of the Standard Model.
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16. M. Planck, Über das Gesetz der Energieverteilung im Normalspectrum, An-
nalen der Physik 4, 553-563 (1901).
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