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Abstract. The top quark, discovered at the FERMILAB TEVATRON collider in 1995, is the heaviest known
elementary particle. Today, ten years later, still relatively little is known about its properties. The strong
and weak interactions of the top quark are not nearly as well studied as those of the other quarks and lep-
tons. The strong interaction is most directly measured in top quark pair production. The weak interaction is
measured in top quark decay and single top quark production, which remains thus far unobserved. The large
top-quark mass of about 175 GeV/ c? suggests that it may play a special role in nature. It behaves differently
from all other quarks due to its large mass and its correspondingly short lifetime. The top quark decays be-
fore it hadronises, passing its spin information on to its decay products. Therefore, it is possible to measure
observables that depend on the top quark spin, providing a unique environment for tests of the Standard
Model and for searches for physics beyond the Standard Model.

This report summarises the latest measurements and studies of top quark properties and rare decays from
the TEVATRON in Run II. With more than 1fb~! of luminosity delivered to each experiment, CDF and
D@, top quark physics at the TEVATRON is at a turning point from first studies to precision measurements
with sensitivity to new physics. An outlook onto top quark physics at the Large Hadron Collider (LHC) at
CERN, planned to begin operation in the year 2007, is also given.
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1 Introduction

There are six known quarks in nature, the up, down,
strange, charm, bottom, and the top quark. The quarks
are arranged in three pairs or “generations”. Each mem-
ber of a pair may be transformed into its partner via the
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charged-current weak interaction. Together with the six
known leptons (the electron, muon, tau, and their associ-
ated neutrinos), the six quarks constitute all of the known
luminous matter in the universe. The understanding of the
properties of the quarks and leptons and their interactions
is therefore of paramount importance.

The top quark is the charge, @ =2/3, and T5 = +1/2
member of the weak-isospin doublet containing the bot-
tom quark. It is the most recently discovered quark, which
was directly observed almost exactly ten years ago, in
1995 by the CDF and D@ experiments at the FERMILAB
TEVATRON, a proton-antiproton collider at a centre-of-
mass energy of /s =1.8TeV, located in the suburbs of
Chicago. This discovery was a great success of the Stan-
dard Model of Elementary Particle Physics, which sug-
gested the existence of the top quark as the weak-isospin
partner of the b-quark already in 1977 at its discovery. In-
direct evidence for the existence of the top quark became
compelling over the years and constraints on the top quark
mass, inferred from electroweak precision data, pointed ex-
actly at the range where the top quark was discovered. Due
to its relatively recent discovery, far less is known about the
top quark than about the other quarks and leptons.

The strong and weak interactions of the top quark are
not nearly as well studied as those of the other quarks and
leptons. The strong interaction is most directly measured in
top quark pair production. The weak interaction is meas-
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ured in top quark decay and single top quark production.
There are only a few fundamental parameters associated
with the top quark in the Standard Model: the top quark
mass and the three CKM matrix elements involving top.

Thus far, the properties of the quarks and leptons are
successfully described by the Standard Model. However,
this theory does not account for the masses of these par-
ticles, it merely accommodates them. Due to the mass of
the top quark being by far the heaviest of all quarks, it is of-
ten speculated that it might be special amongst all quarks
and leptons and might play a role in the mechanism of elec-
troweak symmetry breaking. Even if the top quark turned
out to be a Standard Model quark, the experimental con-
sequences of this very large mass are interesting in their
own. Many of the measurements described in this review
have no analogue for the lighter quarks. This is not just
a consequence of the large mass of the top quark, but also
of its very short lifetime. In contrast to the lighter quarks,
which are permanently confined in bound states (hadrons)
with other quarks and antiquarks, the top quark decays
so quickly that it does not have time to form such bound
states. There is also insufficient time to depolarise the spin
of the top quark, in contrast to the lighter quarks, whose
spin is depolarised by chromomagnetic interactions within
the bound states. Thus the top quark is free of many of
the complications associated with the strong interaction.
Also, top quarks are and will remain a major source of
background for almost all searches for physics beyond the
Standard Model. Precise understanding of the top signal is
crucial to claim new physics.

This review summarises the present knowledge of the
properties of the top quark such as its mass and electric
charge, its production mechanisms and rate and its de-
cay branching ratios, etc., and provides a discussion of the
experimental and theoretical issues involved in their deter-
mination. Earlier reviews on top quark physics at Run I or
the earlier Run II can be found in [1-6]. An early, general
review on hadron collider physics, including results from
the CERN SppS, is given in [7].

Since the TEVATRON at FERMILAB is today still the
only place where top quarks can be produced and studied
directly, most of the discussion in this article describes top
quark physics at the TEVATRON. In particular, the focus
is placed on the already available wealth of results from the
Run II, which started in 2001 after a five year upgrade of the
TEVATRON collider and the experiments CDF and D@.
However, the Large Hadron Collider, LHC, a proton-proton
collider at a centre-of-mass energy of /s = 14 TeV, planned
to start operation at CERN in 2007, will be a prolific source
of top quarks and produce about 8 million tf events per year
(at “low” luminosity, 1033 cm=2s71), a real “top factory”.
Measurements such as the top quark mass are entirely an
issue of systematics, as the statistical uncertainty is negligi-
ble. Prospects for top quark physics at the LHC in the near
future are summarised at the end of this article.

This article is organised as follows:

— In the remainder of Sect. 1, a brief summary of the
Standard Model is given, followed by the main argu-
ments why the top quark as weak-isospin partner of
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the b-quark had to exist, indirect constraints on the top
quark mass from electroweak precision data and a his-
toric overview over searches for the top quark leading to
its discovery.

— In Sect. 2, the top quark production mechanisms at
hadron colliders and its decay in the Standard Model
are discussed.

— Section 3 describes the experimental conditions, fo-
cusing in detail on the pp collider TEVATRON at
FERMILAB with its two experiments, CDF and D@,
since the TEVATRON is presently the only source of
top quarks and all available direct measurements of top
quark properties have been made there. In the following
sections, the TEVATRON measurements of top quark
properties are discussed in detail.

— Sections 4 and 5 describe measurements of top quark
production rates, in particular in strong tf produc-
tion (Sect. 4) and in electroweak single-top production
(Sect. 5).

— Section 6 summarises studies of the top quark inter-
actions with gauge bosons, in particular studies on
tt spin correlations, the top quark decay ratio B(t —
Wb)/B(t — Wq), the top quark decay t — 7v X, meas-
urements of the helicity of the W-boson in top decay
and searches for flavour-changing neutral current top
quark couplings.

— In Sect. 7, measurements of the fundamental properties
of the top quark such as its mass and its electric charge
are described.

— Section 8 presents studies on anomalous top quark pro-
duction via the measurements of the cross section ratio
000/004jets, studies of the t¢ event kinematics, in par-
ticular the transverse momentum spectrum of the top
quark, and the search for top quark production via in-
termediate, narrow resonances.

— In Sect. 9, the search for anomalous top quark decay,
in particular the search for top quark decay to charged
Higgs bosons is discussed.

— Section 10 places its focus on the search for new physics
in events with ¢t topology.

— In the last Sect. 11, a brief introduction to the Large
Hadron Collider (LHC) and the omni-purpose experi-
ments ATLAS and CMS is given, followed by an out-
look onto the expected precision and sensitivity for
measurements and searches in and beyond the Stan-
dard Model in the sector of top quark physics.

1.1 Brief summary of the Standard Model

Quantum field theory combines two great achievements of
physics in the 20th-century, quantum mechanics and rela-
tivity. The Standard Model [8—19] is a particular quantum
field theory, based on the set of fields shown in Table 1, and
the gauge symmetries SU(3)c x SU(2)r x U(1)y. There
are three generations of quarks and leptons, labelled by the
index ¢ =1, 2, 3, and one Higgs field, ¢.

Once the gauge symmetries and the fields with their
(gauge) quantum numbers are specified, the Lagrangian of
the Standard Model is fixed by requiring it to be gauge-
invariant, local, and renormalisable. The Standard Model
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Table 1. The fields of the Standard Model and their gauge quantum numbers. 7" and T3 are the total
weak-isospin and its third component, and @Q is the electric charge

SUB)c SU2)L

i ur, crL i
- () () G) o
u% = Upr CR tR 3
% = dgr SR br 3
= () ) ()
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A er KL L
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Lagrangian can be divided into several pieces:

ﬁSM = ﬁGauge + LMatter + LYukawa + LHiggs . (1)

The first piece is the pure gauge Lagrangian, given by

1 1
LGauge = 5 Tr GG+ 942 Tr WH' W,
S g

29

_ ! pwp (2)
4g” uv s

where G*, WH*  and B*” are the gluon, weak, and hy-

percharge field-strength tensors. These terms contain the

kinetic energy of the gauge fields and their self interactions.

The next piece is the matter Lagrangian, given by

ﬁMatter = ZQ’LLMQ’LL + ’Lawuk + Z&%Dd%
+iLyDLY +iehel, . (3)
This piece contains the kinetic energy of the fermions and

their interactions with the gauge fields, which are con-
tained in the covariant derivatives. For example,

1
EQL:/VH (au, +ZQSG#+ZQWH+ZGQIBH> QL7 (4)

since the field @@y participates in all three gauge interac-
tions. A sum on the index ¢, which represents the gener-
ations, is implied in the Lagrangian.

These two pieces of the Lagrangian depend only on the
gauge couplings gs, g, g’. Their approximate values, evalu-
ated at Mz, are

gs ~ 1, (5)

g~2/3, (6)

g ~2/(3V3). (7)

Mass terms for the gauge bosons and the fermions are for-
bidden by the gauge symmetries.

The next piece of the Lagrangian is the Yukawa interac-
tion of the Higgs field with the fermions, given by

ﬁYukawa = _Fz,j Q’LLeqb* u%:{ - F;jQ’LLQSd%
— T Ly e+ hec., (8)

ULy T T3 Q

+1/2 +2/3
2 e 12 T T
1 2/3 0 0 +2/3
1 ~1/3 0 0 -1/3

+1/2 0
2 VIS VB
1 -1 0 0 -1
0 0 0 0 0

112 41
2 12 12 T 0

where € = i3 is the total antisymmetric tensor in 2 dimen-
sions, related to the second Pauli matrix o2 and required
to ensure each term separately to be electrically neutral,
and the coefficients Iy, Iy, I'. are 3 X 3 complex matrices
in generation space. They need not be diagonal, so in gen-
eral there is mixing between different generations. These
matrices contain most of the parameters of the Standard
Model.

The final piece is the Higgs Lagrangian [20—22], given
by

LHiggs = (DH¢)TDH¢+ M2¢T¢ - )\(¢T¢)2 ) (9)

with the Higgs doublet ¢ as given in Table 1. This piece
contains the kinetic energy of the Higgs field, its gauge in-
teractions, and the Higgs potential, shown in Fig. 1. The
coefficient of the quadratic term, p2, is the only dimension-
ful parameter in the Standard Model. The sign of this term
is chosen such that the Higgs field has a non-zero vacuum-
expectation value on the circle of minima in Higgs-field
space given by (¢°) = u/v/2)\ =v/v/2. The dimensionful

Fig. 1. The Higgs potential. The neutral component of the
Higgs field acquires a vacuum-expectation value (gbo) =v/v2
on the circle of minima in Higgs-field space
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Fig. 2. Table of lepton and quark properties such as electric
charge and mass (in MeV/ (32). The top quark is unique amongst
all fermions due to its very large mass. (The size of the drawn
spheres does not scale linearly with the fermion mass)

parameter p is replaced by the dimensionful parameter
v =2 246 GeV.

The acquisition of a non-zero vacuum-expectation
value by the Higgs field breaks the electroweak symmetry
and generates masses for the gauge bosons,

1

MW:2

1
Mz=2\/92+g’2v, and for the fermions, (11)

gv, (10)

v
V2’
with the Yukawa coupling Ii. Diagonalising the fermion
mass matrices generates the Cabibbo—Kobayashi—-Mas-
kawa (CKM) matrix [23,24], including the CP-violating
phase. The CKM matrix elements related to the top quark
are discussed in more detail in Sect. 2.3.

Figure 2 shows three lepton and quark families with
their electric charge and approximate mass. While the neu-
trinos have non-zero, but very small masses of at least!
m, > 45meV /c?, the quark masses are much larger. The
top quark, with a mass of ~ 175 GeV /c?, is by far the heav-
iest fermion. Theoretical and experimental consequences
of the large value of the top quark mass are discussed
in Sect. 2.

My =T, (12)

I In the Standard Model the neutrino masses are assumed
to be zero. However, in recent years, experimental evidence
for neutrinos to be massive has been accumulated. The mass

2

of the heaviest neutrino cannot be less than \/ AmZ,

, where

AmZ, =1.9-3.0 x 1073 éV? is the square of the neutrino mass
difference as measured by SuperKamiokande. The nature of
neutrinos (Dirac versus Majorana) and the origin of their mass
are at present unknown. Several experiments looking for neutri-
noless double-beta decay or using other techniques are trying to
answer those questions.
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1.2 Indirect evidence for the existence
of the top quark

Why should one expect quarks to come in doublets? There
are two main reasons for this. First it provides a natural
way to suppress the experimentally not observed flavour-
changing neutral current. The argument on which the GIM
mechanism [11] is based applies just as well for three as for
two quark doublets.

The second reason is concerned with the desire to ob-
tain a renormalisable gauge theory of weak interactions?.
The Standard Model of electroweak interactions can be
proven to be renormalisable under the condition that the
sum of the weak hypercharges, Y;, of all left-handed fermi-
ons is zero, i.e.

> Y; =0. (13)
left-handed
quarks and leptons
Since every lepton multiplet contributes a value of y = —2

and every quark multiplet a value of +2/3, the sum only
vanishes if

1. there are three colours, i.e. every quark exists in three
colour versions, and

2. the number of quark flavours equals the number of lep-
ton species.

The general proof that gauge theories can be renormalised,
however, can only be applied if the particular gauge the-
ory is anomaly free®. This requires a delicate cancellation
between different diagrams, relations which can easily be
upset by “anomalies” due to fermion loops such as the
one shown in Fig. 3. The major aspect is an odd number
of axial-vector couplings. In general, anomaly freedom is
guaranteed if the coefficient*

b= 3 T {xa{mcu:o,

fermions
where the A\ are in general the generators of the gauge
group under consideration. In the Standard Model of elec-
troweak interactions, the gauge group SU(2) x U(1) is gen-
erated by the three Pauli matrices, 0;, and the hypercharge
Y:N =0, fori=1,2,3 and \* =Y =2(Q — T3).

(14)

2 The gauge theory has to be consistent, i.e. anomaly-free,
in order to be at least unitary. The requirement of the gauge
theory to be renormalisable is stronger than to be consistent,
but the former argument is more familiar to most readers. The
important consequence of both requirements is that the gauge
theory is anomaly-free.

3 A gauge theory might be renormalisable, whether or not it
is anomaly free. The general proof of renormalisability, how-
ever, cannot be applied if it is not.

4 dgpe is the coefficient in the definition of the anomaly:
(00T ()] yom = — 392 dapr €™ M FL, (@) FY (x), with the
current Jéf(x), the field strength tensor F,?,, and the total an-
tisymmetric tensor ¢ .
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Fig. 3. A fermion (quark or lepton) triangle diagram which po-
tentially could cause an anomaly

In the specific example shown in Fig. 3, one conse-
quence of (14) is a relation where each triangle is propor-

tional to CQQJ%, where @)y is the charge and cf; is the axial
coupling of the weak neutral current. Thus, for an equal
number N of lepton and quark doublets, the total anomaly
is proportional to:

N
Y (;«»2— (1)

() e ()) o9

Consequently, taking into account the three colours of each
quark (N, = 3), the anomalies are cancelled. Since three
lepton doublets were observed many years ago (the tau
neutrino was experimentally only observed directly in the
year 2000, but the number of light neutrino generations
was known to be 3 from the LEP data on the Z-pole), the
lack of anomalies such as the one shown in Fig. 3 therefore
requires the existence of the three quark doublets.

There is a lot of indirect experimental evidence for the
existence of the top quark. The experimental limits on
flavour changing neutral current (FCNC) decays of the
b-quark [25, 26] such as b — s£T¢~ and the absence of large
tree level (lowest order) BYBY mixing at the 7°(4S) res-
onance [27-30] rule out the hypothesis of an isosinglet b-
quark. In other words, the b-quark must be a member of
a left-handed weak isospin doublet.

The most compelling argument for the existence of the
top quark comes from the wealth of data accumulated at
the eTe™ colliders LEP and SLC in recent years, particu-
larly the detailed studies of the Zbb vertex near the Z res-
onance [31]. These studies have yielded a measurement of
the isospin of the b-quark. The Z-boson is coupled to the
b-quarks (as well as the other quarks) through vector and
axial vector charges (vp and ap) with strength (Feynman
diagram vertex factor)

b

—ig 1 5
z = o - 1
b coSs 9W7 2 (vb avy ) ( 6)
= —i\/\/QGFM%VH(Ub —apy”), (17)
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where v, and a; are given by
vp = [T (b) + T5(b)] — 2epsin® Oy, and
a = [TF () + T (D)) - (18)

Here, T4 (b) and T{*(b) are the third components of the
weak isospin for the left-handed and right-handed b-quark
fields, respectively. The electric charge of the b-quark, e, =
—1/3, has been well established from the 7" leptonic width
as measured by the DORIS ete™ experiment [32-34].
Therefore, measurements of the weak vector and axial-
vector coupling of the b-quark, v, and ap, can be inter-
preted as measurements of its weak isospin.

The (improved) Born approximation for the partial
Z-boson decay rate gives in the limit of a zero mass
b-quark:

_ GrM;
2v/ 2

The partial width Iz is expected to be thirteen times
smaller if T (b) = 0. The LEP measurement of the ratio of
this partial width to the full hadronic decay width, Ry =
Iy / Thaa = 0.21629 £ 0.00066 (Fig. 4), is in excellent agree-
ment with the Standard Model expectation (including the
effects of the top quark) of 0.2158, ruling out T4 (b) = 0.
Figure 5 shows the sensitivity of R} to the mass of the top
quark. A top quark with a mass around my ~ 175 GeV /c? is
strongly favoured.

In addition, the forward-backward asymmetry in e*e™
— bb below [35] and at the Z pole [31],

I;=1(Z — bb) (vi +a3). (19)

3 2vea. 2upayp
AYp(Mz) = 20
M= e o ra)
measured to be A%’é =0.0992 £0.0016 (Fig. 6) is sensi-
tive [31, 35] to the relative size of the vector and axial vector
couplings of the Zbb vertex. The sign ambiguity for the two
contributions can be resolved by the Apg measurements

ALEPH mult  —@+— 0.2158 + 0.0009 + 0.0009
1992-95
DELPHI mult . 0.21643 £ 0.00067 + 0.00056
1992-95
L3 mult A 0.2166 * 0.0013 £ 0.0025
1994-95
OPAL mult % 0.2176 £ 0.0011 + 0.0012
1992-95
SLD vitx mass —01 0.21576 £ 0.00094 £ 0.00076
1993-98
LEP+SLD —gp— 0.21629 £ 0.00066
0.214 0.216 0.218
RI:

Fig. 4. R, measurements used in the heavy flavour combina-
tion in the electroweak multi-parameter fit. The dotted lines
indicate the size of the systematic error
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Fig. 5. Comparison of the LEP combined measurement of Rg
with the Standard Model prediction as a function of the mass
of the top quark. From [31]

ALEPH 0.1003 £ 0.0038 + 0.0017
leptons 1991-95
DELPHI —— 33— 0.1025 £ 0.0051 £ 0.0024
leptons 1991-95
L3 —iA—  0.1001 + 0.0060 = 0.0035
leptons 1990-95
OPAL —r— 0.0977 + 0.0038 + 0.0018
leptons 1990-2000
ALEPH +0— 0.1010 £ 0.0025 * 0.0012
inclusive 1991-95
DELPHI —— 0.0978 + 0.0030 + 0.0015
inclusive 1991-2000
L3 A 0.0948 + 0.0101 * 0.0056
jet-chg 1994-95
OPAL —H— 0.0994 + 0.0034 + 0.0018
inclusive 1991-2000 s o
LEP o 0.0992 £ 0.0016
0.08 0.09 0.1
ADJ'

FB

Fig. 6. A%’]g measurements used in the heavy flavour combi-
nation in the electroweak multi-parameter fit. The dotted lines
indicate the size of the systematic error

from low energy experiments that are sensitive to the inter-
ference between neutral current and electromagnetic am-
plitudes. Figure 7 shows the comparison of confidence level
contour lines of the electroweak fit to the Standard Model
in the plane of the vector and axial-vector coupling of the
b-quark. Good agreement between the fit and the Standard
Model at the level of ~ 2 standard deviations (20=95.5%
CL) is found. From earlier measurements of I'; and App at
LEP, SLC, and the low energy experiments (PEP, PETRA
and TRISTAN [35—37]), one obtains [38]

TH(b) = 04907581 = TH(b) = ~1/2,
TH() = —0.0284+0.056 = T (b) = 0,

(21)
(22)
for the third component of the isospin of the b-quark. This

implies that the b-quark must have a weak isospin partner,
i.e. the top quark with T (¢) = +1/2 must exist.
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Fig. 7. Comparison of the effective vector and axial-vector
coupling constants for the b-quark from the electroweak fit
(contour lines) and the Standard Model expectation (star).
From [31]

1.3 Indirect constraints on the mass of the top quark

The precise electroweak measurements performed at LEP,
SLC, NuTeV and the pp colliders can be used to check
the validity of the Standard Model and within its frame-
work, to infer valuable information about its fundamental
parameters. Due to the accuracy of those measurements
sensitivity to the mass of the top quark and the Higgs bo-
son through radiative corrections is gained.

All electroweak quantities (mass, width and couplings
of the W- and the Z-boson) depend in the Standard
Model only on five parameters. At leading order this de-
pendence is reduced to only three parameters, two gauge
couplings and the Higgs-field vacuum expectation value.
The three best-measured electroweak quantities can be
used to determine these three parameters: The electro-
magnetic coupling constant, o, measured in low-energy
experiments [39], the Fermi constant, G, determined from
the w lifetime [40], and the mass of the Z-boson, measured
in eTe~ annihilation at LEP and SLC [31]. By defining the
electroweak mixing angle 6y, through:

2
2 _ My
O =1-— 23
Sin w mQZ 5 ( )
the WW-boson mass can be expressed as:
juyes
myy =, V2r (24)

sin? Oy (1 — Ar)

where Ar contains all the one-loop corrections. Contribu-
tions to Ar originate from the top quark by the one-loop
diagrams shown in Fig. 8, which contribute to the W and Z
masses via:

3GF 2

Ar)iop =~ — . 25
(Ar)iop 8\/27r2tan29Wmt (25)
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t t
WWQWWW ZMVVQ/VWZ
b t

Fig. 8. Virtual top quark loops contributing to the W and Z
boson masses

=~
’
h , N
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4 AN \ /'
/ \ \ A
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Fig. 9. Virtual Higgs boson loops contributing to the W and Z
boson masses

Also the Higgs boson contributes to Ar via the one-loop
diagrams, shown in Fig. 9:
2
5
(ln mg — ) .
myz 6

While the leading m dependence is quadratic, i.e. very
strong, the leading my dependence is only logarithmic,
i.e. rather weak. Therefore the inferred constraints on my
are much weaker than those on my. This was used to suc-
cessfully predict the top quark mass from the electroweak
precision data before it was discovered by CDF and D@ in
1995 [42,43]. Neutral current weak interaction data, such
as ete™ annihilation near the Z pole, vN and eN deep-
inelastic scattering, ve elastic scattering, and atomic par-
ity violation can also be used to constrain the top quark
mass. Figure 10 shows the x? of the Standard Model elec-
troweak fit to the precision data as a function of the as-
sumed top quark mass for three different choices of the
Higgs boson mass [41]. myg = 50 GeV /c? was the lower limit
of the Higgs boson mass from direct searches at LEP1
at the time, 1000 GeV/c? is the theoretical upper limit

(Ar)niggs ~ 84/212 (26)
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of the Higgs boson mass, and 300 GeV/c? was chosen to
be a representative, central value as a logarithmic aver-
age between the two extremes. The minimum of the x?
curve indicates the best estimate of the top quark mass,
the width of the curves gives an estimate of the uncertainty
of this determination. The most recent indirect measure-
ments of the top quark mass using the Z-pole data to-
gether with the direct measurements of the W-boson mass
and total width and several other electroweak quantities
yields [44, 45]:

Miop = 179.475%" GeV /c? (27)
which is in very good agreement with the world average of
the direct measurements [46]

Miop = 172.7+2.9 GeV/c?. (28)
The global fit to all electroweak precision data including
the world average of the direct top quark mass measure-
ments yields [44, 45]:

Miop = 173.3£2.7GeV /c?, (29)
while a fit only to the Z-pole data gives [31]:
Miop = 172.6 7155 GeV/c? . (30)

The successful prediction of the mass of the top quark
before its discovery provides confidence in the precision
and predictive power of radiative corrections in the Stan-
dard Model. Therefore, the Standard Model fit to the
electroweak precision data including the direct measure-
ments of the top quark and W-boson mass is used to infer
on the mass of the Standard Model Higgs boson. Fig-
ure 11 (left) shows the Ax? of the latest fit as a function
of the Higgs boson mass. The most likely value of the
Higgs mass, determined from the minimum of the Ax?
curve is 91733 GeV /c? [44,45], clearly indicating that the
data prefers a light Higgs boson, my < 186 GeV /c? [44, 45].
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The preferred value is slightly above the exclusion limit
of 114.4 GeV /c? from the direct search for the Standard
Model Higgs boson at LEP [47].

Figure 11 (right) shows the 68% CL contour in the
(my, mw) plane from the global electroweak fit [44,45].
It shows the direct and indirect determination of my; and
myy. Also displayed are the isolines of Standard Model
Higgs boson mass between the lower limit of 114 GeV /c?
and the theoretical upper limit of 1000 GeV /c?. As can be
seen from the figure, the direct and indirect measurements
are in good agreement, showing that the Standard Model
is not obviously wrong. On the other hand, the fit to all
data has a x? per degree of freedom of 18.6/13, corres-
ponding to a probability of 13.6%. This is mostly due to
three anomalous measurements: the b forward-backward
asymmetry (A%g) measured at LEP, which deviates by
2.80, the total hadronic production cross section (o},,)
at the Z-pole from LEP and the left-right cross section
asymmetry (Apg) measured at SLC, both of which devi-
ate from the Standard Model fit value by about 1.50. If
sin? y (v N), measured by the NuTeV collaboration [48],
is in addition included in the fit, the measured and fitted
value of sin? @y (vN) differ by 3. It seems there is some
tension in the fit of the precision electroweak data to the
Standard Model.

Measurements of My, and my at the TEVATRON
could resolve or exacerbate this tension. Improvements in
the precision of the measurement of the top quark or the
W-boson mass at the TEVATRON translate into better
indirect limits on the Higgs boson mass. This will also be
a service to the LHC experiments which optimise their
analysis techniques and strategies for the search for the
yet elusive Standard Model Higgs boson in the lower mass
range, preferred by the Standard Model electroweak fit.

1.4 Historic overview over top quark searches
at ete~ and pp colliders

In 1977, the b-quark was discovered at Fermilab [49]. As
explained in Sect. 1.2, the existence of a weak isospin part-
ner of the b-quark, the top quark, was anticipated and
the search for the top quark began. At the e™e™ colliders

—LEP1 and SLD
80.54 LEP2 and Tevatron (prel.)

— Fig. 11. Left: Blueband plot,
showing the indirect deter-
mination of the Higgs boson
mass from all electroweak pre-
cision data together with the
95% CL lower limit on the
Higgs boson mass from the
direct searches [47]. Right:
Lines of constant Higgs mass
on a plot of My vs. m¢. The
dotted ellipse is the 68% CL
direct measurement of My,
and m¢. The solid ellipse is
the 68% CL indirect meas-
urement from precision elec-
troweak data
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PETRA at DESY [50-63] (1979-84, /s = 12-46.8 GeV),
TRISTAN at KEK [64-68] (1986-90, /s = 61.4 GeV), and
SLC at SLAC [69] and LEP at CERN [70—72] (198990,
\/s = Mz) the production of top-antitop bound states (to-
ponium) ete™ — tf was searched for. Based on the lack of
observation of such states, the experiments increased the
lower bound on the top quark mass from m; > 23.3 GeV /c?
at PETRA to m; > 30.2 GeV/c? at TRISTAN and finally
to my > 45.8 GeV /c? at SLC and LEP. Provided a mini-
mum amount of data, the sensitivity at eTe™ colliders is
limited by half of the achieved centre-of-mass energy, since
the top quarks would have to be pair-produced.

In the 1980s, the development of hadron colliders
started with the intersecting storage ring (ISR) [73] at
CERN, followed by the SppS at CERN with /s up to
630 GeV and the TEVATRON at Fermilab with /s =
1.8 TeV. The search for the top quark at these hadron
colliders was not limited by the available centre-of-mass
energy, but by the luminosity and the expected resulting
rate of top quark events. The dominant mechanism for
the production of top quarks was expected to be the pro-
duction of W-bosons with the subsequent decay W — tb.
This search mode provides sensitivity to the top quark to
masses of up to ~ 77 GeV/c?, since the W-boson can be
produced singly in electroweak interactions at pp colliders.
For a heavier top quark, the strong tf pair production with
the subsequent weak decay t — Wb dominates. After some
initial indication for the production of top quark at the
SppS experiments UA1 and UA2 in 1984 with my =40+
10 GeV /c? [74], more data and improved analyses proved
this result to be a fluctuation [75]. The experiments set
a lower bound on the top quark mass of my > 45 GeV /c?.
With more data, the UA1 and UA2 experiments increased
this limit in 1989 to my > 60 GeV /c? and my > 69 GeV /c?,
respectively [7,76,77]. In 1988, the central collider de-
tector (CDF) at the pp collider TEVATRON at FER-
MILAB started data taking. Already in 1991, with only
J £dt =4.4pb~!, CDF set limits of m; > 77 GeV /c? from
the e + jets channel and m, > 72 GeV /c? from the ey chan-
nel [78-80] for my < myy. This limit was already stronger
than the one achievable at the SppS despite the larger lu-
minosity of [ £dt =7.5pb~! collected by the UA2 experi-
ment due to the higher beam energy at the TEVATRON.
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Table 2. History of the search for the top quark at eTe™ and at hadron colliders. The quoted un-
certainties for the top quark mass from the 1995 discovery publications are statistical and systematic

uncertainties, respectively

Year Collider Particles References Limit on mg
1979-84 PETRA (DESY) e” [50]-[63] > 23.3 GeV /c?
1987-90 TRISTAN (KEK) e~ [64]-[68] > 30.2 GeV /c?
1989-90 SLC (SLAC), LEP (CERN) te [69]-[72] > 45.8 GeV /c?
1984 SppS (CERN) b [75] > 45.0 GeV /c?
1990 SppS (CERN) PP 76, 77] > 69 GeV /c?
1991 TEVATRON (FNAL) b [78]-[80] > 77 GeV /c?
1992 TEVATRON (FNAL) b 81, 82] > 91 GeV/c?
1994 TEVATRON (FNAL) pp 84, 85] > 131 GeV /c?
1995 TEVATRON (FNAL) pp [42] = 174410713 Gev /c?
[43] = 199719 422 GeV /2

By adding more search channels and due to the use of soft-
lepton b-tagging, CDF reached in 1992 a top quark mass
limit of m; > 91 GeV/c? [81,82]. In 1992, the D@ experi-
ment was commissioned and had comparable sensitivity to
the top quark as CDF [83]. In 1994, D set a limit on the
top quark mass of m;, > 131 GeV /c? (later corrected down
to 128 GeV/c? due to a re-calibration of the D@ luminos-
ity measurement) [84,85]. Later that year, CDF claimed
the first evidence for ¢t production [86, 87] with a measured
tt production cross section approximately 2.4 times that
expected in the Standard Model. Shortly after that, CDF
improved the determination of the background normalisa-
tion factor, reducing the obtained tf cross section and the
significance of the claimed signal. A review of the status
of searches for the top quark in 1994 with the supposedly
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Fig. 12. History of the limits on or measurements of the top
quark mass (updated Sept. 1995 by C. Quigg from [89]): (e)
Indirect bounds on the top-quark mass from precision elec-
troweak data; (M) world-average direct measurement of the
top-quark mass (including preliminary results); (A) published
CDF and (¥) D@ measurements; Lower bounds from pp collid-
ers SppS and the TEVATRON are shown as dash-dotted and
dashed lines, respectively, and lower bounds from eTe™ collid-
ers (PETRA, TRISTAN, LEP and SLC) are shown as a solid
light grey line

tt production cross section o = 13.9f2j§ pb, measured by
CDF [86,87], being significantly higher than the Stan-
dard Model expectation of o7 ~ 5 pb and the D@ results
(7 events observed, 3.2+ 1.1 events expected from back-
ground, yielding o, = 6.5 +4.9pb for m; = 180 GeV /c?)
being consistent with the Standard Model prediction al-
beit not very significant yet is given in [83]. Finally, in 1995,
both CDF and D@ published the discovery of the top quark
in strong ¢t production [42,43], which marked the begin-
ning of a new era, moving on from the search for the top
quark to the studies and measurements of the properties
of the top quark. During the exciting time of the searches
for and the discovery of the top quark at the TEVATRON,
the journalist Kent W. Staley accompanied both collabo-
rations, CDF and D@, at FERMILAB and describes his
scientific and non-scientific experiences in [88].

Table 2 summarises the history of searches for the top
quark and Fig. 12 shows the development of limits and
measurements on the top quark mass from indirect and dir-
ect studies at eTe™ and hadron colliders. The top quark
was discovered with a mass of exactly the value that was
predicted from global fits to electroweak precision data.

2 Top quark production and decay
at hadron colliders

2.1 Strong pair production of top quarks

The tt production at high energy interactions of a pp or
a pp collision at the TEVATRON or LHC, respectively, is
described by perturbative QCD. In this approach, a hard
scattering process between two hadrons (proton or anti-
proton) is the result of an interaction between the quarks
and gluons which are the constituents of the incoming
hadrons. The incoming hadrons provide broad band beams
of partons which possess varying fractions = of the mo-
menta of their parent hadrons. The description of hadron
collisions can be separated into a short distance (hard scat-
tering) partonic cross section for the participating par-
tons of type i and j, 6%, and into long distance pieces
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Fig. 13. Parton model
description of a hard
scattering process using
the factorisation ap-
proach

which are factored into the parton longitudinal momen-
tum distribution functions (PDFs) fi(x;, u2). This sepa-
ration is called factorisation and is schematically shown
in Fig. 13.

The separation is set by the factorisation scale yZ. The
short distance cross section only involves high momentum
transfer and is calculable in perturbative QCD. It is insen-
sitive to the physics of low momentum scale. In particular,
it does not depend on the hadron wave functions or the
type of the incoming hadrons. This factorisation property
of the cross section can be proven to all orders in pertur-
bation theory [90]. When higher order terms are included
in the perturbative expansion, the dependence on this ar-
bitrary scale u2 gets weaker.

The parton distribution function (PDF), f;(z;, u#), can
be interpreted as the probability density to observe a par-
ton of flavour ¢ and longitudinal momentum fraction x; in
the incoming hadron, when probed at a scale u2. Since the
PDFs can not be calculated a priori by perturbative QCD,
they are extracted in global QCD fits from deep-inelastic
scattering and other data [91-93]. An example parameter-
isation, obtained by the CTEQ collaboration [94], for two
different Q2 = p scales, is shown in Fig. 14.

In higher order calculations, infinities such as ultra-
violet divergences appear. These divergences are removed
by a renormalisation procedure, which introduces another
artificial scale /ﬁ%. However, the physical quantities can-
not depend on the arbitrary scale, u%, as expressed by the
renormalisation group equation [13—15,91]. It is common
to choose the same scale Q? = 2 for both, the factorisation

A. Quadt: Top quark physics at hadron colliders

g t g t g t
[ t 9 t
Fig. 15. Top-quark pair production via the strong interaction

at hadron colliders proceeds at lowest order through quark—
antiquark annihilation (top) and gluon fusion (bottom)

+
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scale u# and the renormalisation scale u%. The convention
is used in the following.

The total top quark pair production cross section for
hard scattering processes, initiated by a pp or a pp collision
at a centre-of-mass energy /s can be calculated as [95, 96]:

ot (y/s,my) = Z

1,=4,4,9
=72 (

/dmidxjfi (Cvinuz) fJ (mj’/‘2)

X p7m?axiaxjaa8(ﬂ2)7ﬂ2) . (31)
fi(zi, p?) and fj(z;, u?) are the PDFs for the proton and
the antiproton, respectively. The summation indices ¢ and
j run over all qq, gg, qg, and gg pairs, p = 4mf/\/§ and
3 = x;x;s is the effective centre-of-mass energy squared for
the partonic process. The corresponding lowest order par-
ton model processes are shown in Fig. 15.

Since there has to be at least enough energy to produce
a tt pair at rest, § > 4m?2. Therefore, z;x; = /s > 4m?2/s.
Since the probability of finding a quark of momentum frac-
tion z in the proton falls off with increasing z (see Fig. 14),
the typical value of z;z; is near the threshold for ¢ produc-
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Fig. 14. The quark, anti-
quark and gluon momentum
densities in the proton as
a function of the longitudi-
nal proton momentum frac-
tion z at Q% =m? (left) and
at Q% =20 GeV? (right) from
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Fig. 16. Left: The scale dependence for m; = 175 GeV of the tf cross section at /s = 1.96 TeV in pp collisions at the TEVATRON.
The exact definition of the terms which are considered in the perturbative expansion referred to as “NNLO” can be found in [116].
Right: Top quark mass dependence for i1 = my of the ¢ cross section at /s = 1.96 TeV in pp collisions at the TEVATRON. The
error band for the calculations of Cacciari et al. [114] contains scale and PDF uncertainties. The inner error band for the calcula-
tion of Kidonakis and Vogt [116, 118] contains kinematics uncertainties (one-particle inclusive versus pair-invariant mass), while
the outer error band also contains PDF uncertainties according to [119]

tion. Setting x; ~ x; = x gives:

2mt
o (32)
=0.19 at the TEVATRON in Run I
=0.18 at the TEVATRON in Run II
=0.025 at the LHC

as the typical value of z for ¢t production. For the typi-
cal values of x at the TEVATRON, the quark distribution
functions, in particular the u- and d-valence quark distri-
bution, are much larger than that of the gluon. This ex-
plains why quark—antiquark annihilation dominates at the
TEVATRON. At Run II, in comparison to Run I, a slightly
lower z value is already sufficient to produce a tt pair,
resulting in a =~ 30% increase in the tf production cross
section at Run II compared to Run I. Since the gluon dis-
tribution increases more steeply towards low x than the
valence- or even the sea-quark distributions, the fraction
of gluon—gluon initiated interactions in the total ¢Z produc-
tion increases from 10% in Run I to 15% in Run II. For the
same reason, at the LHC, where z-values as small as 0.025
are sufficient for ¢t production, the total tf production cross
section increases by more than a factor of 100 and is vastly
dominated by gluon—gluon fusion. In reality z; and x; of
the partons in the proton and antiproton do not necessar-
ily have the same value, allowing asymmetric momenta of
the incoming partons in tf. Consequently, in particular at
the LHC, low-z gluons contribute a large fraction of the ¢
production cross section. On the other hand, at the LHC ¢t
pairs are typically produced above the mass threshold due
to the large available centre-of-mass energy.

The top quark cross section was calculated at next-
to-leading order in QCD many years ago [97-100]. These
calculations were later improved with the resummation to
all orders of perturbation theory of classes of large soft log-
arithms. Large logarithmically enhanced corrections due
to soft-gluon radiation are a general feature in the study
of the production cross section of high-mass systems near

threshold. Techniques for re-summing these corrections
have been developed over the past several years, starting
from the case of Drell-Yan (DY) pair production [101, 102]
and then applied to heavy quark production in [103-107]
or the bottom-quark fragmentation in top-quark decays
in [108]. This transfer is possible since these logarithms
are universal between electroweak and QCD induced cross
sections. To go beyond leading logarithms one has to take
into account the complex colour structures of QCD cross
section calculations [109,110]. The soft-gluon resumma-
tion for tf production at the TEVATRON and the LHC?
of QCD corrections at next-to-leading logarithm (NLL)
accuracy including part of the higher order corrections is
performed in [109-117]S.

The introduction of resummation turns out to have
only a mild impact on the overall rates (the effects at
next-to-leading logarithm (NLL) are typically of the order
0O(5%)), but improves the stability of the predictions with
respect to changes of the renormalisation or factorisation
scale (Fig. 16, left). In theoretical studies of the system-
atic uncertainties due to parton densities and scale depen-
dence [114], the importance of including the a;s uncertainty

5 Since tf pairs are produced at the LHC mostly well above
threshold, soft-gluons are a small effect and their resummation
a small correction to this small effect. Consequently, the soft-
gluon resummation is less important for the LHC than for the
TEVATRON.

6 The available tf cross section calculations include the exact
NLO corrections and estimate part of the higher order NLLO
corrections. Kidonakis and Vogt [116] include estimates, de-
rived from a resummation approach, of part of the higher order
corrections at NNLO (2-loop) level, where they consider scale
uncertainties and the choice of kinematic variables as system-
atic uncertainties. Cacciari et al. [114] include estimates, also
derived from resummation, of part of the higher order correc-
tions of all orders, where they consider scale uncertainties and
uncertainties from the parton distribution functions in their
systematic uncertainty.
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into the PDF fits in a more systematic fashion is under-
scored. On the same footing, the impact of higher order
corrections, as well as the treatment of higher twist ef-
fects in the fitting of low-Q? data, may need some more
study before a final tabulation of the PDF uncertainties
can be achieved [120]. The PDF uncertainty on the top
quark pair production cross section is mostly driven by the
poorly known gluon density, whose luminosity in the rel-
evant kinematic range for the TEVATRON varies by up
to a factor of 2 within the 1o PDF range. For the LHC
cross section calculations, dominated by the gluon—gluon
fusion, this uncertainty is even larger. In recent years,
with increasing precision of the measurements of the deep-
inelastic scattering cross sections at HERA [121-124], ex-
perimental and theoretical groups have focused on the
proper evaluation and propagation of uncertainties on the
parton distribution functions, starting with [125] and fol-
lowed by [120,121,126-135]. While the overall top pair
production rate at the TEVATRON has a large relative un-
certainty of approximately 15% (Fig. 16, right shows the
total uncertainty of the ¢t production cross section calcu-
lations with gluon resummation [114,116], including scale,
kinematics and PDF uncertainties, as a function of the top
quark mass), it is important to point out that the ratio of
cross sections at /s =1.96 TeV and /s = 1.8 TeV is very
stable.

Table 3 summarises the ¢t production cross section cal-
culation for RunI and RunII at the TEVATRON and
for the LHC. Reference [113] only considers uncertainties
from scale variations, resulting in a ~ 10% uncertainty. An-
other ~ 6% come from PDFs and «a;. Reference [116] only
considers uncertainties from scale variations, resulting in
a ~ 4% uncertainty. Another ~ 5% come from PDFs. Ref-
erence [114] considers uncertainties from scale variations,
PDFs and a;. At the TEVATRON, for every 1 GeV /c? in-
crease in the top quark mass over the interval 170 < myqp, <
190 GeV /c?, the tf cross section decreases by 0.2 pb. The
hard scattering cross sections for several processes, includ-
ing tt production, are shown in Fig. 17 as a function of the
centre-of-mass energy, covering the energy range for the
TEVATRON and the LHC. In addition to having similar
event topology to the Standard Model Higgs production,
tt production also has a similar cross section, many orders
of magnitude lower than the W- or Z-production or the
inclusive QCD b-production.
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Fig. 17. QCD predictions for hard scattering cross sections at
the TEVATRON and the LHC [141]. o+ stands for the ¢t pro-
duction cross section. The steps in the curves at /s =4 TeV
mark the transition from pp scattering at the TEVATRON to
pp scattering at the LHC

An accurate calculation of the cross section for top
quark pair production is a necessary ingredient for the
measurement of |Vy| since ¢ production is an import-
ant background for the electroweak single-top production.
More importantly, this cross section is sensitive to new
physics in top quark production and/or decay. A new
source of top quarks (such as gluino production, followed
by the decay § — tt) would appear as an enhancement

Table 3. Cross section, at next-to-leading order in QCD including gluon resumma-
tion corrections, for tf production via the strong interaction at the TEVATRON and
the LHC for my = 175 GeV / ¢2. Details on the meaning of the quoted uncertainties are
given in the text and in references [114, 116]. For the /s = 1.96 TeV result of refer-
ence [116], the quoted error includes the uncertainty from the PDF's according to [119]

onvo (pb) qq —tt gg — tt
TEVATRON(y/s = 1.8 TeV, pp) 5.19+13% [114] 90% 10%
5.24+ 6% [116] 90% 10%
TEVATRON(+/s = 1.96 TeV, pp) 6.70 +13% [114] 85% 15%
6.77+ 9% [116] 85% 15%
LHC (vs=14 TeV,pp) 8334 15% [113] 10% 90%
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of the cross section, and a new decay mode (such as
t — tx") would appear as a suppression. Resonances in tf
production would also increase the top quark cross sec-
tion [136—140]. The latest t¢ cross section measurements
from the TEVATRON are discussed in Sect. 4.

2.2 Electroweak single top quark production

The best way to study the properties of the Wtb vertex
and to directly measure |Vp| at a hadron collider is via the
measurement of the electroweak single top quark produc-
tion, shown in Fig. 18. There are three separate processes:
(a) W-gluon fusion or ¢t-channel process [142—144], which
is similar to heavy-flavour production via charged-current
deep-inelastic scattering, and (b) Wt production [145],
and (c) quark—antiquark annihilation or s-channel pro-
cess [146,147], which is similar to the Drell-Yan process
and also called W* process. Only (a) and (c) are relevant to
the electroweak single top production at the TEVATRON.
So far, electroweak single-top quark production has not
yet been observed in experiments, but the processes (a)
and (c) are both expected to be observed in Run IT at the
TEVATRON. While the Wt production (b) is expected to
be observed at the LHC. All three processes involve the
top quark charged current, so their cross sections are pro-
portional to |Vip|2g%,(tb). Assuming the Standard Model
weak SU(2) coupling for a doublet pair of quarks, the elec-
troweak single-top quark production cross section provides
direct sensitivity to the CKM matrix element |Vp|.
Calculations of fully-differential NLO single-top quark
cross sections have been performed in [148—151] and, in-
cluding NLO top quark decay, in [152-156]. The total

q b)

t b
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Fig. 18. Feynman diagrams for the electroweak single top
quark production processes at the TEVATRON and the LHC:
a W-gluon fusion or t-channel, b Wt production, ¢ s-channel or
W™ process
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s-channel production cross section has been calculated
to next-to-leading order in QCD (for example in [144]),
and some of the technology to extend this calculation to
next-to-next-to-leading order exists [157,158]. The total
t-channel production cross section has also been calculated
to next-to-leading order [159, 160].

Consider the strengths and weaknesses of the separate
single-top processes. The s-channel process involves the
quark distribution functions, which are better known than
the gluon distribution function in the ¢-channel process
and in Wt production. Furthermore, the s-channel process
benefits from its similarity to the Drell-Yan process, which
can be used as a normalisation. The ¢-channel process has
the advantage that it will be observable at the LHC, while
s-channel production will be difficult to observe, due to
large backgrounds. The large rate of the ¢-channel process
at the LHC implies that the measurement of | V3| will have
negligible statistical uncertainty.

It is interesting to study the three processes separately,
since they have separate backgrounds, their systematic un-
certainties for |Vy| are different, and they are sensitive to
new physics in different ways. For example, the presence of
aheavy W’-boson would result in a decrease of the s-channel
signal. Instead, the existence of a flavour-changing neutral
current gu — t would be seen in the t-channel. Discriminants
for the three signals are for example: the jet multiplicity
(higher for W), the presence of more than one jet tagged
as a b (this increases the s-channel signal with respect to
the t-channel one), the mass distribution of the 2-jet system
(which has a peak near the W mass for the Wt signal and not
for the other two).

The electroweak single top quark production cross sec-
tions, expected in the Standard Model at the TEVATRON
and the LHC, are summarised in Table 4. The latest
TEVATRON analyses and experimental cross section lim-
its are discussed in Sect. 5.

2.3 The top quark decay

With a mass above the Wb threshold, the decay width of
the top quark is expected to be dominated by the two-body
channel t — Wb. Neglecting terms of order m /m?2, a2 and
those of order (as/m)m3,/m?2 in the decay amplitude, the
width predicted in the Standard Model is [163]:
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Table 4. Cross section, at next-to-leading order in QCD, for electroweak single top quark production in the
t-channel, Wt production, and the s-channel at the TEVATRON and the LHC for m; = 175 GeV/ 2

t-channel

TEVATRON(/s = 1.8 TeV, pp)
LHC (v/s=14 TeV,pp)

1.9840.30 pb [149, 161]
245+27 pb [161, 162]

Wt production s-channel

~ 0pb
62.271%-5 pb [145]

0.88+0.14 pb [149, 161]
10.240.7 pb [144, 161]



848

The Gy Fermi coupling appearing in this equation con-
tains the largest part of the one-loop electroweak radia-
tive corrections, providing an expression accurate to bet-
ter than 2%. The width increases with mass, changing,
for example, from 1.02GeV/c? for m; = 160 GeV/c? to
1.56 GeV /c? for mi, = 180 GeV /c? (using as(Mz) = 0.118).
With its correspondingly short lifetime of ~ 0.5 x 10~2*s,
the top quark is expected to decay before top-flavoured
hadrons or tt-quarkonium bound states can form [164].
The order o2 QCD corrections to Iy are also available [165,
166], thereby improving the overall theoretical accuracy to
better than 1%.

In top decay, the Ws and Wd final states are expected
to be suppressed relative to Wb by the square of the CKM
matrix elements |Vis| and |V;q|. The CKM matrix elements
involving the top quark have never been measured directly.
Assuming unitarity of the three-generation CKM matrix,
their values can be estimated to be [167]:

|[Via| = 0.004 —0.014, (34)
[Vis| =0.037 —0.044, (35)
|Vis| = 0.9990 —0.9993. (36)

Thus |Via|, |Vis|, and |Vip| are known with a precision of
50%, 10%, and 0.02%, respectively. It is briefly described
how these CKM matrix elements can be measured:

|Via| This may be determined indirectly from B — B
mixing, shown in Fig. 19. The frequency of oscillation,
Amyg, is proportional to |V;; Via|?. Measurements give [167]

|VizVial = 0.0079 £0.0015, (37)
where the uncertainty (20%) is almost entirely from the
theoretical uncertainty in the hadronic matrix element. As-
suming three generations (|Vi| = 1), this is a more accu-
rate measurement of |V;4| than can be inferred from unitar-
ity (50%).

|Vis| This may be determined indirectly from B — B?
mixing, which is the same asFig. 19, but with the d
quark replaced by an s quark. The frequency of oscilla-
tion, Amg, is proportional to |V;;Vis|?. The Particle Data
Group thus far only quotes a lower limit on the oscillation
frequency [167],

Amg>14.4ps™, (38)
but the D@ experiment has released an analysis of semilep-
tonic BY decays in 1fb~! yielding a first two-sided inter-
val of 17 < m, <21 ps~! at 90% CL with a most proba-
ble value of 19 ps~—! [168]. The anticipated value from the

w
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Fig. 19. B) — BY mixing proceeds via a box diagram

A. Quadt: Top quark physics at hadron colliders

range of |Vi| listed above is Am ~ 18 ps~1, just above the
current lower bound. This should be observable in Run II
at the TEVATRON. However, the theoretical uncertainty
is very similar to that of Amg, which means that |Vs]
can only be extracted with an uncertainty of 20%, which
is larger than the uncertainty in the value inferred from
unitarity (10%).

|Vis|/|Via| The similarity in the hadronic matrix elements
involved in Amgs and Amg can be exploited by taking the
ratio:

Amg Mg, 5| Vis |2

Amd n MBd

Vis
Via

(39)

The theoretical uncertainty in the ratio of the hadronic ma-
trix elements, &2, is much less than the uncertainty in the
hadronic matrix elements themselves. Using the value of
|Vis| from unitarity yields an uncertainty in | V4| that is less
than the uncertainty obtained from Amyg alone.

Figure 20 shows the p—7 plane. The radius of the large
circles centred at (1,0) is proportional to |Vi4|. The large
annulus is from the measurement of Amg, the small an-
nulus that lies inside it is from the ratio Am,/Amgy and
Amg combined, using the current lower bound on Am.
The measurement of Am at the TEVATRON will reduce
the width of this annulus by about a half, making it one of
the most precise measurements in the p—7 plane.
|Vin| Despite the fact that is has never been measured
directly, |Vip| is the best known CKM matrix element
(0.02%), assuming three generations. It is only interest-
ing to measure if the assumption of three generations is
relaxed, in which case |Vy| is almost completely uncon-
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Fig. 20. The p—7 plane, showing constraints from various
measurements, as well as the best fit. From [169]
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Fig. 21. Top-quark decay to a W-bo-
W son and a light quark (¢ =d, s, b)

strained [167],

|Vio| = 0.08 —0.9993 . (40)

In this scenario, |Vi| can be measured directly at the
TEVATRON. Considering the top-quark decay, t — Wy,
shown in Fig. 21, CDF and D@ measure the fraction of top
decays that yield a b-quark (see Sect. 6.2):

_ B(t—=Wb) Vo |?

Blt—Waq) ~ [Vial2 4 [Viu2 4 Va2 ” 4

where g denotes any light quark (d, s,b). The last term is
the interpretation of this measurement in terms of CKM
matrix elements. If one assumes three generations, the de-
nominator of this expression would be unity. Without this
assumption, the measurements of this fraction, which come
out close to unity, show that |Vip| > |Vs| and |Vig|, but
they do not allow conclusions on its absolute magnitude.
The latest experimental results on the ratio R from the
TEVATRON are discussed in Sect. 6.2.

The way to measure |Vy3| directly, with no assumptions
about the number of generations, is to measure single top
quark production via the weak interaction [170] (Sect. 2.2).
The cross sections for three processes are proportional to
|Vip|?, and thus provide a direct measurement of this CKM
matrix element. The s- and t-channel processes are ex-
pected to be observed in Run II. At the TEVATRON, |V3]
is expected to be measured with an uncertainty of about
10% via the ¢ annihilation process (assuming |V;p| near
unity), where the uncertainty is statistical. The measure-
ment of |Vip| at the LHC via the W-gluon-fusion process
will be limited mostly by the uncertainty in the gluon dis-
tribution function: A|Vy| ~ Ag(x)/2. An uncertainty of
5% requires knowledge of the gluon distribution function to
10%. |Vi| can be extracted from the top width measured
from ete™ and puTpu~ colliders operating at the ¢ thresh-
old: A|Vy| ~ AI'/2. An uncertainty in the width of less
than 30 MeV (2%) may be possible [171-174], yielding an
uncertainty in |V | of about 1%.

The measurement of |Vy;| at a hadron collider requires
input from a variety of sources: deep-inelastic scattering
(for the parton distribution functions), theory (for precise
QCD calculations), and of course the actual experiment.
It is a good example of the coordinated effort that is of-
ten required to measure a fundamental parameter of the
Standard Model.

Given that the top quark decays almost 100% of the
time as t — Wb, typical final states for the leading pair-
production process can therefore be divided into three
classes:

849
Table 5. Born level theoretical and best
measured branching fractions [167] of the
real WT-boson decay, assuming lepton
universality. Identical values are calculated
and measured for the charge conjugates
modes of the W™
Born level Measured
Decay mode W branching fraction
Wt —etre 1/9 10.72+0.16%
Wt =ty 1/9 10.57+0.22%
wt sty 1/9 10.7440.27%
Wt =ty 3/9 32.04+0.36%
Wt = ud, cs 6/9 67.96 +0.35%
=3 ® ®
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Fig. 22. Schematic diagrams of the three tf decay channels:
Left (A) the alljets channel; middle (B) the lepton + jets chan-
nel; right (C) the dilepton channel

A tt—=WTbW~b— qq'bq"q"'b, (46.2%)
B. tt— WTbW b — qq'blveb+ lvpbqq'b,(43.5%)
C. tt— WHOW b — bugbl'vpb, (10.3%)

The quarks in the final state evolve into jets of hadrons. A,
B, and C are referred to as the all-jets, lepton + jets (£+
jets), and dilepton (¢¢) channels, respectively. Because of
fermion universality in electroweak interactions’, in lowest
order the W-boson decays 1/3 of the time into an v pair and
2/3 of the time into a ¢ pair (see Table 5). The resulting de-
cay branching ratios at Born level for the t¢ decay are shown
in Fig. 23. The relative contribution of the three channels
A, B, C, including hadronic corrections, are given in paren-
theses above. The event topologies of the three channels are
shown in Fig. 22 schematically. While ¢ in the above pro-
cesses refers to e, u, or 7, most of the results to date rely on
the e and p channels. Therefore, in what follows, ¢ will be
used to refer to e or u, unless noted otherwise.

7 The W-boson can decay to pairs of leptons from all three
generations and to pairs of quarks from the first and the sec-
ond generation, each coming in three different colour states. The
sum of the masses of the quarks in the third generation exceeds
the mass of the W-boson, so that such a decay is strongly sup-
pressed. Therefore, the W-boson can decay to 3+ 2 -3 = 9 differ-
ent fermions pairs with equal rate, yielding a branching ratio of
1/9 for each.
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Fig. 23. Pie chart of the branching ratios of the different ¢t
decay channels at Born level
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Fig. 24. Top: puvvbb example event recorded by CDF. Bot-
tom: p+ jets example event recorded by D@

The initial and final-state quarks can radiate (or emit)
gluons that can be detected as additional jets. The number
of jets reconstructed in the detectors depends on the decay
kinematics as well as on the algorithm for reconstructing
jets used by the analysis. The transverse momenta of neu-
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trinos are reconstructed from the imbalance in transverse
momentum measured in each event (missing Er).

The observation of # pairs has been reported in all of
the above decay classes. The production and decay proper-
ties of the top quark extracted from the three decay classes
are consistent within their experimental uncertainty. In
particular, the t — Wb decay mode is supported through
the reconstruction of the W — jj invariant mass in events
with two identified b-jets in the fv,bbjj final state [175].
Also the CDF and D@ measurements of the top quark mass
in lepton + jets events, where the jet energy scale is cali-
brated in situ using the invariant mass of the hadronically
decaying W boson [176,177], support this decay mode.

Figure 24 shows example event displays in the pu chan-
nel recorded by CDF (top) and in the p+ jets channel
recorded by D@. In both events, two of the jets show dis-
tinct secondary vertices well separated from the primary
event vertex. In the DO u + jets example event, the muon
leaves a clear MIP (= minimum ionising particle) signal in
the calorimeter. In Run I such a signature was used for the
muon identification via muon tracking in the calorimeter
(=MTC). In Run II, such identification criteria are being
worked out, but not yet used in most analyses presented in
this review.

2.4 Top quark properties
2.4.1 Top quark mass

The mass of the top quark is larger than that of any other
quark. Furthermore, the top quark mass is measured with
better relative precision (1.7%) than any other quark, as
shown in Fig. 25. Given the experimental technique used to
extract the top mass, these mass values should be taken as
representing the top pole mass. The top pole mass, like any
quark mass, is defined up to an intrinsic ambiguity of order
Aqcp ~ 200 MeV [178].

The desired precision of the top quark mass is generally
derived from the relation of the masses of the W-boson, the
top quark and the Higgs boson, shown in Fig. 11 (right) [179].
Once a Higgs boson is discovered, even a crude knowledge of

o 310 g
) L —_—T =
> 1025. m ] E
o F
e |:| Am/m
& 10 ¢
= : _— 41
f L
s 1¢
o :
107'[ g
410
1020
10 10
u d s c b t

Fig. 25. Quark masses and their absolute and relative uncer-
tainties, indicated by the vertical size of the error bands
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its mass will define a narrow line in Fig. 11, since precision
electroweak measurements are sensitive only to the loga-
rithm of the Higgs boson mass. An uncertainty in My of
20 MeV /c?, expected to be in reach at the TEVATRON in
Run II, projected onto a line of constant Higgs mass corres-
ponds to an uncertainty of 3 GeV /c? in the top quark mass.
Thus, a precision of Amy ~ 3 GeV/c? is desired in order to
make maximal use of the precision measurement of My,
for consistency tests of the Standard Model. However, the
achieved precision in my is already now better than that
initial goal. The combined measurement of the top quark
mass from Run I yields 178.0 +-4.3 GeV /c? [180]. The most
recent combination of top quark mass measurements by
the TEVATRON Electroweak/Top Working group, includ-
ing preliminary CDF and D measurements from Run II,
yields my = 172.7 £ 2.9 GeV /c? [46]®. The prospects for the
precision of the top quark mass measurements at the TEVA-
TRON have recently been revised to better than 2 GeV /c?
per experiment with the full Run IT data set. At the LHC,
a final precision of the top quark mass measurement of
1-2 GeV /c? is expected. The latest measurements of the top
quark mass at the TEVATRON are discussed in Sect. 7.

At a future linear ete™ collider, the expected pre-
cision of a measurement of the top quark mass from
a cross section scan at the ## production threshold is
Amy = 20-100 MeV /c? [171,182,183].

2.4.2 Electric charge of the top quark

Like most of its fundamental quantum numbers, the elec-
tric charge of the top quark, giop, has not been measured
so far. The electric charge of the top quark is easily acces-
sible in eTe™ production by measurements of the ratio R =
o(ete” —hadrons)

_ —7 through the top quark production thresh-
o(ete—ptu™)
old. However, this region of energy is not yet available at
eTe™ colliders. Thus, alternative interpretations for the par-
ticle that is believed to be the charge 2/3 isospin partner of
the b-quark are not ruled out. For example, since the cor-
relations of the b-quarks and the W-bosons in pp — ¢t —
WTW ~bb events are not determined by CDF or D@, it is
conceivable that the “t quark” observed at the TEVATRON
is an exotic quark, @4, with charge —4/3 with decays via
Q4 — W™b. This interpretation is consistent with current
precision electroweak data. In order to determine the charge
of the top quark, one can either measure the charge of its
decay products, in particular of the b-jet via jet charge tech-
niques, or investigate photon radiation in ¢t events [184].
The latter method actually measures a combination of the
electromagnetic coupling strength and the charge quantum
number. Combining the results of the two methods will thus
make it possible to determine both quantities.
At the TEVATRON, ¢g annihilation dominates the ¢t
production and photon radiation off the incoming quarks

8 An update of the combined top quark mass measurement by
the TEVATRON Electroweak /Top Working group yields m =
171.44 2.1 GeV /c? [181]. This update arrived after the editorial
deadline of this review and could therefore not be included in
more detail.
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constitutes an irreducible background which limits the sen-
sitivity to gop. In contrast, at the LHC, gluon fusion dom-
inates, and the tt7y cross section scales approximately with
Giop-

pAt the TEVATRON, with an integrated luminosity of
1-2fb~!, one will be able to exclude at 95% CL the pos-
sibility that an exotic quark Q4 with charge —4/3 and not
the Standard Model top quark was found in Run I. At the
LHC with 10 fb—! obtained at 1033 cm~2 57!, it is expected
to be possible to measure the electric charge of the top
quark with an accuracy of 10%. For comparison, at a linear
collider with /s =500 GeV and [ £dt =200fb™!, one ex-
pects that g:op can be measured with a precision of about
10% [172,185].

The present status and used techniques for the meas-
urements of the top quark electric charge are discussed
in Sect. 7.2.

2.4.3 Helicity of the W-boson in top-quark decay

The Standard Model dictates that the top quark has
the same vector-minus-axial-vector (V-A) charged-current

weak interaction (—i \% V;bfw;(l —75)) as all the other

fermions. It is easy to see that this implies that the
W-boson in top quark decay cannot be right-handed, i.e.
have positive helicity. The argument is sketched in Fig. 26.
In the idealised limit of a massless b-quark, the V-A cur-
rent dictates that the b-quark in top decay is always
left-handed. If the W-boson were right-handed, then the
component of total angular momentum along the decay
axis would be +3/2 (there is no component of orbital an-
gular momentum along this axis). But the initial top quark
has spin angular momentum +1/2 along this axis, so this
decay is forbidden by conservation of angular momentum.
The status of the experimental searches for a right-handed
W-boson in top quark decay is summarised in Sect. 6.4.

The top quark may decay to a left-handed (negative he-
licity) or a longitudinal (zero helicity) W-boson. Its coup-
ling to a longitudinal W-boson is similar to its Yukawa
coupling, which is enhanced with respect to the weak coup-
ling. Therefore the top quark prefers to decay to a longitu-
dinal W-boson, with a branching ratio

2
my

B(t — Wyd) = m2 4 2M2
t w

~0.70. (42)

CDF and D@ measure this branching ratio (Sect. 6.4) and
find it to be consistent with the Standard Model expecta-
tion, even though with very limited statistics. This meas-
urement will improve further during Run II. The present
status of the measurements of the helicity of the W-boson
in top quark decay are described in Sect. 6.4.

t
b = | > W Fig. 26. Illustration that
* ‘P the top quark cannot decay
to a right-handed (positive
+1/2 +1 helicity) W-boson
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Fig. 27. Parity symmetry of the strong interaction and ro-
tational symmetry are used to show that an ensemble of top
quarks is produced unpolarised by the strong interaction in
(unpolarised) pp collisions. Higher order effects such as QCD fi-
nal state interactions and mixed QCD/weak interactions, how-
ever, can produce small polarisations perpendicular to or in the
scattering plane
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2.4.4 Spin correlation in strong tt production

One of the unique features of the top quark is that on aver-
age the top quark decays before there is time for its spin
to be depolarised by the strong interaction [164]. Thus, the
top quark polarisation? is directly observable via the angu-
lar distribution of its decay products. This means that it
should be possible to measure observables that are sensi-
tive to the top quark spin.

It is well known that top quarks can be polarised at an
ete~ collider by polarising the electron beam'?, and that
this is a useful tool to study the weak decay properties of
the top quark. There is an analogue of this tool at hadron
colliders.

Although the top and antitop quarks are produced es-
sentially unpolarised'! [188-191] in (unpolarised) hadron
collisions (Fig. 27), the spins of the ¢ and t are corre-
lated [192-197], as shown in Fig. 28. In ¢ production by ¢q
annihilation the correlation can be 100% with respect to
a suitably chosen axis. The spins are also correlated in un-
polarised eTe™ collisions (LO [198], NLO [187]). The spin
correlation can be used to study the ¢ production mech-
anisms, which result in the spin correlation, as well as the
weak decay properties of the top quark by observing the
angular correlations between the decay products of the ¢
and t. The spin correlation is expected to be observed in
Run IT at the TEVATRON.

The origin of the spin correlation in ¢ production is as
follows:

For QCD processes close to the production threshold,
the ¢ system is dominantly produced in a 35 state for qg@
annihilation (Fig. 28b), or in a 15 state for gluon—gluon
fusion (Fig. 28c) [199]. Hence, in the first case, the top

9 The spin of an individual top quark cannot be measured,
only the spin polarisation of an ensemble of top quarks.

10 Top quarks are naturally polarised to a small degree
(—20% to —40%) via the weak interaction in unpolarised e e~
collisions (at threshold [186], above threshold [187]). Using
polarised beams, the top quark polarisation is dramatically
enhanced.

1 Top and antitop quarks receive a small (2%) polarisa-
tion perpendicular to the scattering plane via QCD final state
interactions [188-190]. An additional, very small contribu-
tion of top/antitop quark polarisation is received from mixed
QCD/weak interactions in the scattering plane [191].
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Fig. 28. Schematic of the tf spin correlation in the ¢ annihi-
lation (left) and gg annihilation (right). The parton momenta
are shown as thin arrows, the parton spins as big arrows. In
qq annihilation the cross section for opposite-helicity ¢t produc-
tion (b) is larger than that for same-helicity production (a).
Configurations with reversed spin directions are not shown ex-
plicitly, but always meant to be included implicitly. The spin
configurations shown are strictly valid only at the £ production
threshold. Above threshold orbital angular momentum effects
need to be considered in addition
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Fig. 29. In ¢t production via ¢gq annihilation the spins of the
top quark and antiquark are 100% correlated when measured
along an axis that makes an angle 1 with respect to the beam
axis, where tan 1 = 82 sin 6 cos 0/(1— 3% sin? 0): a near thresh-
old, b far above threshold, c intermediate energies

and the antitop tend to have parallel spins, i.e. opposite
helicities, while in the second case the spins tend to be an-
tiparallel, i.e. the same helicities. Since the ¢ annihilation
dominates the tt production at the TEVATRON while gg
annihilation dominates the ¢t production at the LHC, the
spin correlation coeflicient  (43) is expected to have oppo-
site sign at both colliders (see Table 6). The absolute sign
of the spin correlation coefficient depends on the conven-
tion of its definition (for example (43)), which varies in the
literature.

At energies large compared to the top mass, chi-
rality conservation implies that the ¢ and ¢ are pro-
duced with opposite helicities (“helicity basis”). At the
other extreme, the ¢t and ¢ are produced with zero or-
bital momentum at threshold, so spin is conserved. Since
the colliding quark and antiquark have opposite spins
(due to chirality conservation), the ¢ and ¢ have oppo-
site spins along the beam axis (“beam-line basis” [195],
“beam basis” [200,201]). Remarkably, for ¢g annihila-
tion there exists a basis which interpolates at all en-
ergies between these two extremes (“diagonal basis”),
such that the ¢ and t spins are always opposite [198]
(Fig. 29).

In single-top production at hadron colliders, the spin of
the top quark is 100% left-handed polarised along the di-



A. Quadt: Top quark physics at hadron colliders

853

Table 6. Coefficient x to leading and next-to-leading order in as for the helicity basis, the beam ba-
sis and the off-diagonal basis for the TEVATRON in Run II (left) and for the LHC (right) from [200].
The numbers in brackets are taken from [201]. They are not directly comparable as they have been
calculated with different parton distribution functions, but they clearly show that the spin correla-
tions at the LHC are very small in the beam and the off-diagonal axis

pp at /s =1.96 TeV

pp at /s =14 TeV

Dilepton Lepton-Jet  All-Jet Dilepton  Lepton-Jet All-Jet
Kheli. LO —0.471 —0.240 —0.123 0.319 0.163 0.083
NLO —0.352 —0.168 —0.080 0.326 0.158 0.076
Kbeam LO 0.928 0.474 0242  (—0.005)
NLO 0.777 0.370 0.176  (—0.072)
Koft-diag, LO 0.937 0.478 0244  (—0.027)
NLO 0.782 0.372 0.177 (—0.089)

Fig. 30. In single top production, the top
quark is 100% polarised along the direc-
tion of motion of the d quark, in the top
quark rest frame

rection of motion of the d quark'?, in the top quark rest
frame, since they involve the weak interaction (Fig. 30).
Given the large number of top quark pairs and single top
quarks that will be produced at the TEVATRON and the
LHC, the spin correlation and the single top polarisation
should be powerful tools to analyse the properties of the
top quark.

In the dilepton channel, defining 6, (6_) as the angle
between the direction of flight of the lepton £ (£7) in the
t (%) rest frame and arbitrarily chosen directions, the spin
correlation can be expressed as [193,195, 202]:

1—kcosf; cosf_

1 d%o
o d(cosfy)d(cosf_) 4 ’

where the correlation coeflicient x describes the degree of
correlation resulting from the production dynamics as well
as the spin analysis factors for the reactions ¢ — a ... and
t—b... [203,204], present prior to imposition of selec-
tion criteria or effects of detector resolutions. In the lep-
ton + jets and the all-jets channel, k can be defined analo-
gously. Different choices of quantisation axes as arbitrary
directions in the definition of 6, and 6_ yield different
values for the correlation coefficient . Table 6 summarises
the values of k expected in the Standard Model at lead-
ing and at next-to-leading order in as at the TEVATRON
and at the LHC [200, 201] in all three ¢ decay channels for
different choices of quantisation axes.

(43)

12 This consideration is only strictly valid in the Born-
approximation of the 2-to-2 process (ub — dt or ud — bt)
with massless quarks. Initial state gluon radiation changes the
centre-of-mass system of the initial partons and hence the he-
licity of the massive top quark.

At the TEVATRON, the dilepton spin correlations are
large in the beam and the off-diagonal axis. There appears
to be practically no difference between these two choices
as far as the sensitivity to QCD-induced spin correlations
is concerned [200, 201]. Yet, the beam axis might be sim-
pler to implement in the analysis of experimental data. The
QCD corrections are about —10%. At the LHC, the beam
and off-diagonal bases are not very good choices due to the
dominance of gg — tf. Here, the helicity basis is a good
choice, and the QCD corrections are small. Another set of
observables for measuring the correlation of the ¢t spins at
the LHC, which are expected to have only relatively small
experimental errors (see Sect. 6.1), are the opening angle
distributions predicted within QCD in [200]. For the LHC
a basis exists [205] which yields a larger effect than the he-
licity basis. Since the contributions from the gg and the
qq initial state to xk enter with a different sign, the meas-
urement of the ¢¢ spin correlations offers the possibility to
constrain the PDFs. Furthermore, a measurement of spin
correlations would provide a lower bound on |Vy| without
assuming the existence of three quark generations [196].

The present status of experimental studies of #f spin
correlation at the TEVATRON is described in Sect. 6.1.

2.4.5 Asymmetry in strong tt production

Another interesting aspect of the strong production of ¢
pairs is an asymmetry in the rapidity-distribution of the
t and ¢ quarks [206—-208]. This effect arises at next-to-
leading order, and leads to a forward-backward asymmetry
of about 5% in ¢t production at the TEVATRON. With the
present experimental precision, this effect is not yet visible.
Therefore, no studies of the asymmetry in strong £ produc-
tion are presently pursued at the TEVATRON.

2.4.6 Rare top quark decays

Rare top decays in the Standard Model tend to be very
rare, outside the range of the TEVATRON. The flavour
changing neutral current decays t -+ Zq and t — yq have
negligible branching ratios in the Standard Model [209].
Deviations from this expectation are searched for at the
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Fig. 31. Rare top quark decays: at — Wsand bt — Wd

TEVATRON (Sect. 6.5) and will be searched for with much
higher sensitivity at the LHC.

The least rare of the rare top quark decays in the Stan-
dard Model are the CKM suppressed decays t — Ws and
t — Wd, shown in Fig. 31. These decays are interesting be-
cause they allow a direct measurement of the CKM matrix
elements V;s and V;q. Assuming three quark generations,
the branching ratios are predicted to be [167]:

B(t — Ws)~0.1%,
B(t — Wd) ~0.01%,

(44)
(45)

which are small, but not zero. Since there will be about
10000 raw ¢t pairs produced at the TEVATRON in Run-II
with 2 fb~! and about 8 million tf events at the LHC in one
year of running at luminosities of 1033 cm=2s~!, events of
this type will be present in the data. However, there is at
present no generally accepted strategy for identifying these
events.

2.4.7 Top quark Yukawa coupling

Yukawa coupling is the Higgs coupling to fermions and
thus relates the fermionic matter content of the Standard
Model to the source of mass generation, the Higgs sec-
tor [20—22]. In the Standard Model, the Yukawa coupling
to the top quark, y; = \/th/v (where v & 246 GeV is the
vacuum expectation value), is very close to unity. This
theoretically interesting value leads to numerous specula-
tions that new physics might be accessed via top quark
physics [210]. The Yukawa coupling will be measured in the
associated ttH production at the LHC.

Indirect determinations of y; represent an independent
and complementary approach to the direct measurement of
yy via ttH production at the LHC or even a linear collider,
which of course provides the highest accuracy [172,173]. At
a linear collider with /s = 500 GeV, the top quark Yukawa
coupling is expected to be measured directly with 33%
precision with a possible improvement to 10% when using
polarised beams [211], at /s = 800 GeV even a 5% meas-
urement appears possible in unpolarised ete~ collisions
due to the increased ttH production cross section [172].
In order to obtain indirect constraints on the top quark
Yukawa coupling y; from electroweak precision observables
a high precision on the top quark mass my is import-
ant [212]. The top coupling enters the Standard Model
prediction of electroweak precision observables starting at
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O(aay) [213,214]. Indirect bounds on this coupling can be
obtained if one assumes that the usual relation between the
Yukawa coupling and the top quark mass, y; = v/2m; /v, is
modified.

Assuming a precision Am; = 2 GeV/c?, an indirect de-
termination of y; with an accuracy of only about 80%
can be obtained from the electroweak precision observables
measured at a Linear Collider with GigaZ option. A preci-
sion of Am; = 0.1 GeV/c?, on the other hand, leads to an
accuracy of the indirect determination of y; of about 40%,
which is competitive with the indirect constraints from the
t¢ threshold [171] with a precision of 35%.

2.5 Modelling of top quark and background events

The extraction of top-quark properties from TEVATRON
and the LHC data rely on good understanding of the pro-
duction and decay mechanisms of the top quark, as well
as of the background processes. For the background, the
jets are expected to have a steeply falling Et spectrum, to
have an angular distribution peaked at small angles with
respect to the beam, and to contain b- and c-quarks at
the few percent level. On the contrary, for the top sig-
nal, the b fraction is expected to be ~ 100% and the jets
rather energetic, since they come from the decay of a mas-
sive object. It is therefore possible to improve the S/B
ratio by requiring the presence of a b quark, or by select-
ing very energetic and central kinematic configurations,
or both.

Background estimates can be checked using control
data samples with fewer jets, where there is little top con-
tamination (0 or 1 jet for dilepton channels, 1 or 2 jets
for lepton + jets channels, and, <4 jets or multi-jets ig-
noring b-tagging for the all-jets channel). Wherever pos-
sible, estimates of the background rate and shape in rele-
vant kinematic distributions are performed in data, since
the leading-order (LO) Monte Carlo simulations are sub-
ject to large theoretical uncertainties, in particular in their
normalisation.

Next-to-leading order Monte Carlo programs have
recently become available for both signal (tf, single-
top so far only s- and t-channel) and background pro-
cesses [215—220], but for the backgrounds the jet multiplic-
ities required in ¢ analyses are not yet available. To date,
only leading-order Monte Carlo programs have been used
in the analyses. Theoretical estimates of the background
processes (W- or Z-bosons+jets and dibosons+jets) using
LO calculations have large uncertainties. While this limi-
tation affects estimates of the overall production rates, it
is believed that the LO determination of event kinemat-
ics and of the fraction of W + multi-jet events that contain
b- or c-quarks are relatively accurate [221,222].

The simulation of pp or pp interactions in Monte Carlo
programs makes use of the factorisation (Sect.2.1) in
a short distance hard scattering interaction, calculable in
perturbative QCD, and the long range physics, includ-
ing the parton momentum distributions and further soft
physics interactions, referred to as the underlying event.
This separation introduces the artificial factorisation scale
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Fig. 32. Sketch of a pp or pp interaction

Q2. Additional effects such as multiple proton interactions
and pile-up can occur in the detector.

Figure 32 shows a sketch of the pp or pp interactions.
The full chain of the simulation is briefly described in the
following;:

The hard scatter interaction is described by calculating the
leading order matrix element using PYTHIA [223] or ALP-
GEN [224]. The set of parton distribution functions used is
CTEQS5L [94], and CTEQ6.1M [132]. The latter is derived
in NLO, which is strictly speaking not adequate to be used
with a leading order matrix element. However, proper PDF
uncertainties are at present only available for NLO PDFs,
and numerically the change in the ¢ cross section at the
TEVATRON is found to be small.

The underlying event is comprised of a hard component
and of a soft component. The hard component describes
the particles that arise from initial and final state radia-
tion and from the outgoing hard scatter partons. The soft
component consists of beam—beam remnants and multiple
parton interactions.

— The beam—beam remnant describes the outgoing par-
tons of the pp or pp interaction, which do not partic-
ipate in the hard scattering process. The colour con-
nection between these spectator partons and the two
partons from the hard scattering is the origin of this soft
interaction and is hard to model.

— Multiple parton interactions describe the possibil-
ity that a hard scattering event also contains “semi-
hard” interactions between the remaining partons from
a given pp or pp pair. There is a colour connection be-
tween the “semi-hard” and the hard scattering partons,
and in addition a dependence on the pr of the hard
scattering process.

The transverse region defined as the phase space around
the plane orthogonal to the jet with highest Er in the
event, is sensitive to the underlying event. A data to Monte
Carlo comparison of the average charged particle dens-
ity and pr distribution in the transverse region provides
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a measurement of the underlying event and allows the tun-
ing of its Monte Carlo modelling, dubbed “Tune-A” [225].

PYTHIA 6.202 and JETSET [223], including multi-
ple parton interactions, are used to model the underlying
event. PYTHIA models the soft component of the underly-
ing event with colour string fragmentation. Recently, also
HERWIG [226, 227] was modified to provide a simulation
of the underlying event including multiple parton interac-
tions using JIMMY [228, 229].

Multiple proton interactions can occur when more than one
pp or pp interaction takes place in the colliding bunches
of hadrons. The multiple proton interactions are simulated
by superimposing minimum bias data events to the event.
Minimum bias events are defined as events which show
a minimum activity in the detector, i.e. not being triggered
by a high pr lepton, jet or K. At the TEVATRON, the
number of added events is taken from a Poisson distribu-
tion with a mean between 0.5 and 0.8 events. This number
is luminosity dependent and will be significantly larger at
the LHC.

Pile-up describes overlapping pp or pp interactions from
consecutive bunch crossings in the detector, which are re-
constructed in one event. The pile-up can be simulated or
modelled by adding randomly recorded data events (called
zero bias).

Hadronisation: The collections of partons must then be
hadronised into colourless mesons and baryons. Different
approaches are used by the event generators. The Lund
model implemented in PYTHIA [223] splits gluons into ¢g
pairs and turns them into hadrons via the string fragmen-
tation model. HERWIG [226,227] forms colourless clusters
from quarks and gluons with low invariant mass, which are
turned into hadrons (cluster fragmentation).

The Detector Simulation at the TEVATRON is based on
GEANT 3 [230], while the LHC experiments describe their
detector geometry using GEANT 4 [231]. The generation
of large samples of Monte Carlo events can be necessary for
example for studies of systematic uncertainties or the con-
struction of template distributions from Monte Carlo sam-
ples generated with different generation parameters such
as a varied top quark mass. Since the generation of such
samples is very CPU intensive, the TEVATRON as well
as the LHC experiments use in addition to the ‘full simu-
lation’ of the detector geometry and material distribution
also fast simulations, which are based on parameterisations
of their detector response. These fast simulations are tuned
to the full detector simulation. They are followed by the
signal digitisation and the reconstruction software.

2.5.1 Event generators

Several Monte Carlo programs are available to calculate
tree level matrix elements or to generate full scatter-
ing events including parton showering and hadronisation.
A brief summary is given in the following, while a more
detailed overview can be found in [232].



856

Full event simulation packages. These packages provide
a full event simulation including the hard process gener-
ation, showering and hadronisation with subsequent de-
cays of the unstable hadrons.

HERWIG [226,227] contains a wide range of Standard
Model, Higgs and supersymmetric processes. It uses
the parton-shower approach for initial- and final-state
QCD radiation, including colour coherence effects and
azimuthal correlations both within and between jets.
HERWIG is particularly sophisticated in its treatment
of the subsequent decay of unstable resonances, includ-
ing full spin correlations for most processes.

Processes included: Z, single-top (¢- and s-channels),
ttH, Ztt, gb —tH™.

PYTHIA [223] is a general-purpose generator for hadronic
events in pp, pp, eTe” and ep collisions. It contains
a subprocess library and generation machinery, initial-
and final-state parton showers, underlying event, hadro-
nisation and decays, and analysis tools.

Processes included: ¢, single-top (¢ and s-channels),
ttH, gb — tH™, no spin correlations.

ISAJET [233] is a general-purpose generator for hadronic
events. ISAJET is based on perturbative QCD plus
phenomenological models for parton and beam jet frag-
mentation.

Processes included: ¢, no spin correlations.

SHERPA [234] is a new multi-purpose event generator
a powerful matrix element generator AMEGIC++.
Processes included: Standard Model, MSSM and an
ADD model of large extra dimensions.

Tree level matriz element generators. Such packages gener-
ate the hard processes kinematic quantities, such as masses
and momenta, the spin, the colour connection, and the
flavour of initial- and final-state partons. Then such infor-
mation is stored in the “Les Houches” format and is passed
to full event simulation generators, such as PYTHIA or

HERWIG.

ALPGEN [224] is designed for the generation of the Stan-
dard Model processes in hadronic collisions, with em-
phasis on final states with large jet multiplicities. It
is based on the exact LO evaluation of partonic ma-
trix elements, as well as top quark and gauge bo-
son decays with helicity correlations. The code gen-
erates events in both a weighted and unweighted
mode.

Processes included: tt+ up to 6 jets, single-top: tq, tb,
tW, tbW (no extra jets), tttt+ up to 4 jets, ttbb+ up to
4 jets, ttH+ up to 4 jets, W/Zti+ up to 4 jets.

COMPHEP [235] computes squared Feynman diagrams
symbolically and calculates numerically the correspon-
ding total and differential cross sections. The event out-
put is provided in the “Les Houches” format.

Processes included: tf, single-top, ttbb, W/Ztt, spin cor-
relations are included.

MADEVENT [236] is a multi-purpose, tree-level event
generator, which is powered by the matrix element
generator MADGRAPH [237]. MADGRAPH automat-
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ically generates the amplitudes for all relevant subpro-
cesses and produces the mappings for the integration
over the phase space. B
Processes included: tt+ up to 3 jets, single-top, ttbb+
up to 1 jet, ttH+ up to 2 jets.

MC@NLO [215-220] combines a Monte Carlo event gen-
erator with exact NLO calculations of rates for QCD
processes at hadron colliders.

Processes included: ¢, single-top (s- and ¢t-channel).

ACERMC [238,239] is dedicated to the generation of
Standard Model background processes in pp collisions
at the LHC.

Processes included: tt, single-top, tttt, ttbb, W/Ztt, spin
correlations are included.

SINGLETOP [240] is a generator based on the COM-
PHEP package.

Processes included: t-channel single-top production
(2 — 2 and 2 — 3), spin correlations are included.

TOPREX [241] provides a simulation of several import-

ant processes in hadronic collisions, which are not
implemented in PYTHIA. Several top-quark decay
channels are included: the Standard Model channel
(t—qWt, g=d,s,b), b-quark and charged Higgs
(t -+ bH™) and the channels with flavour changing
neutral current (FCNC): ¢t — u(c)V,V =g¢,7,Z. The
implemented matrix elements take into account spin
polarisation of the top quark.
Processes included: gg(qq) — tt, single-top (t-, s- and
tW-channel), g¢ — H™* — tb, qg — W*/Z*QQ), with
W*/Z* — ff and Q = ¢,b,t, gu(c) — t — bW (due to
FCNC).

MCFM [221,242] includes the matrix elements at NLO
and incorporates full spin correlations.

Processes included: ¢, single-top (- and s-channel),
ttH, W/Ztt.

ZTOP [149,161] includes the full NLO corrections to
single-top production (¢- and s-channel).

ONETOP [153-155] includes the full NLO corrections to
single-top production (¢- and s-channel) and to the top
quark decay.

2.5.2 tt signal simulation

In CDF, the production and decay of the tt signal is simu-
lated using PYTHIA [223] for the hard scatter process,
followed by HERWIG for the hadronisation step. D@ uses
ALPGEN [224], which includes the complete 2 — 6 Born
level matrix elements, followed by PYTHIA for the simu-
lation of the underlying event and the hadronisation. This
procedure takes advantage of the full spin correlation infor-
mation for top quarks that is provided in ALPGEN. In al-
most all analyses, the top quark mass is set to 175 GeV /c?.
EVTGEN [243], known to successfully describe the spin
correlations between the decay particles, is used to pro-
vide the branching fractions and lifetimes for the following
b-quark states: B®, BT, B?, B}, and Ay. In earlier CDF
analyses, the program QQ [244] is used for that purpose.
The decay of Taus in the final state is simulated using
TAUOLA [245, 246].
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2.5.3 W/Z+ jets background simulation

The dominant background for the ¢t analyses in the lep-
ton + jets and the dilepton channel is the W + jets and Z +
jets or diboson background. The all-jets channel is dom-
inated by instrumental background from multijet events,
which is estimated from control data samples.

In D@, the W/Z + jets background is simulated using
ALPGEN followed by PYTHIA, while CDF uses HER-
WIG to simulate the hadronisation. Example Feynman
diagrams of the inclusive W/Z + jets processes considered
are shown in Fig. 33. In the b-tag analyses, each data sam-
ple (4 jets and e + jets) is subdivided into disjoint event
samples with 1, 2, 3, and > 4 jets in the final states, and
each sample represents an individual counting experiment.
In the example topology of the W + 4-jets analysis, the
following flavour combinations are generated separately:
Wijjg, Wejjj, Weed, and WbbJ, where j is any flavour
of u,d, s,g and J is any flavour of u, d, s, g, c. Similar com-
binations are generated separately for the 1, 2, and 3-jet
case.

While the overall production rate of the LO Monte
Carlo program ALPGEN does not describe the data very
well, the event kinematics of the W/Z + jets samples do
describe the data reasonably well. Also, the ratio of b-jets
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to light flavour jets changes very little upon the inclusion
of NLO radiative corrections and appears to be predicted
very well by LO perturbation theory [221,222]. This is
demonstrated in Fig. 34, which compares the shape of the
ratio of b-jets to light flavour jets in LO and NLO calcu-
lations as a function of the di-jet mass. Good agreement
between the LO and the NLO results is found for the
W +2 jets (left) and the Z+2 jets (right). First stud-
ies in W/Z 44 jets production indicate that for higher
jet multiplicities the NLO corrections to the shape of
the distribution might be somewhat larger [222]. Fur-
ther studies are clearly needed in this area. Also, CDF
and D@ are expected to provide measurements of the
W/Z + jets cross section as a function of the jet multi-
plicity with increased precision soon, allowing for more
stringent tests of the perturbative QCD calculations
at LO and NLO.

Diboson (WW, WZ, and ZZ) backgrounds are
modelled in CDF using PYTHIA [223] and ALPGEN +
HERWIG Monte Carlos [224,226,227], while DO uses
ALPGEN and PYTHIA. Both experiments normalise their
diboson samples to the theoretical total NLO cross section:
13.3pb for WW, 4.0 pb for WZ, and 1.5 pb for ZZ [247].
The normalisation uncertainties are determined different
using Monte Carlo calculations for the same process.
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Fig. 33. Example diagrams
for the process parton + par-
ton — W/Z + 2 partons (left)
and parton + parton — W/Z
+ 3 partons (right). The vec-
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line
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2.6 Jet-parton matching

In the recent years, the consistent combination of the lead-
ing order parton level calculation, performed for example
by ALPGEN, with the partonic shower Monte Carlo pro-
grams PYTHIA and JETSET or HERWIG is a topic that
has received much attention [248-250]. In this merging
process the problem of possible double counting of configu-
rations with different number of hard partons at the matrix
element level but similar final state occurs:

The parton shower Monte Carlo programs serve to
model the higher order corrections to the leading order ma-
trix element calculation in all orders of a,. Two sources
of double counting are identified. (i) Consider the final
state of W 4+ n jets. This final state can be produced by
a W +n parton matrix element calculation with a par-
ton shower step that transforms each parton into a jet.
Another possibility is a W+ (n— 1) parton matrix elem-
ent calculation with a parton shower step that generates
an additional jet, so that n jets are reconstructed in the
detector. In general, W+ (n —m) partons with m ad-
ditional jets from the parton showering and 0 <m <n
can give the same final state in the detector. Figure 35
shows the example of W +3 jets events with m =0 (left)
or m =1 (right) additional jets from the parton shower
step. (ii) The second source of double counting can occur
when events differ in the number of hard scatter partons,
but some jets are too soft or too forward to be recon-
structed in the detector or selected, yielding identical final
states.

A matching of partons, produced by the matrix elem-
ent calculation, to reconstructed jets is performed in order
to eliminate the double counting. This matching proced-
ure also reduces the sensitivity of the parton-level cross
section, predicted by the fixed-order matrix element gen-
eration (ALPGEN or PYTHIA), to the parton generation
cuts. Two matching procedures have been proposed:

CKKW matching. The multijet matrix elements are
merged with the shower development by reweighting the
matrix elements weights with Sudakov form factors and ve-
toing shower emissions in regions of phase space already
covered by the parton level configurations [251,252]. This

Fig. 35. Left: W + 3 parton process calculated by the matrix
element (ME) and no additional jets from the parton shower
(PS). Right: W +2 parton process calculated by the matrix
element and one additional jet generated by the parton shower.
Both processes lead to the same final state
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matching scheme is implemented in the Monte Carlo pro-
gram SHERPA [253—-255].

MLM matching. Matrix element partons are matched to
parton jets [248, 256]. Events are rejected if there are extra
jets which fail to match to the light partons generated at
the matrix element level or if there are missing jets. In the
special case of heavy flavour partons, the strict matching
criteria are relaxed because the two partons may be merged
into one jet due to the parton mass.

Although it minimises double counting of generated
events, this procedure introduces a new type of system-
atic uncertainty which depends on the matching criteria
and the jet definition. The jet-parton matching proced-
ures are presently used by CDF and D@ in some of the
b-tagging analyses. Further concerted effort by theorists
and experimentalists will be needed to study the match-
ing procedures, their effects on kinematic distributions of
the corresponding Monte Carlo samples and the resulting
systematic uncertainties. In particular for the LHC these
techniques will play an important role due to the very large
rate of t events and the high rate of W/Z + jet events with
large jet multiplicity.

3 Accelerator and detectors

In this chapter experimental aspects of the top quark pro-
duction and detection are discussed. First the TEVATRON
collider and the CDF and D@ experiments are described,
followed by a discussion on the identification algorithms of
physics objects such as electrons, muons, tau, neutrinos,
jets and b-jets by the CDF and D@ collaboration.

3.1 The TEVATRON accelerator

The pp collider TEVATRON [257,258] at FERMILAB in
Batavia, Illinois, near Chicago is the world’s highest en-
ergy particle accelerator, with a centre-of-mass energy of
/s =1.96TeV. It is at present the only collider with suf-
ficient energy to produce top quarks. During the data-
taking period from 1992-1996 (Run-I), the TEVATRON
experiments CDF and D@ each collected about 125 pb~!
of pp collisions data at a centre-of-mass energy of 1.8 TeV,
leading to the discovery of the top quark, a measure-
ment of its mass, a precision measurement of the mass of
the W-boson, detailed analyses of gauge boson couplings,
studies of jet production and vastly improved limits on
the production of new phenomena, such as leptoquarks
and supersymmetric particles, among many other accom-
plishments. The new data-taking period (Run-II) started
in March 2001 and is expected to deliver between 4 fb~!
and 9 fb~! by the year 2009. Since most of the analyses and
measurements discussed in this document have been per-
formed at the TEVATRON Run-II, only that experimental
setup is discussed. For details on the experimental environ-
ment in Run-I see for example [3].

Figures 36 and 37 show an aerial view of the FER-
MILAB accelerator complex. Negative hydrogen ions are



A. Quadt: Top quark physics at hadron colliders

Main Injector &
Recycler Ring

p—

Fig. 36. Aerial view of the FERMILAB accelerator complex
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Fig. 37. Schematic view of the pre-accelerator chain and the
TEVATRON

first accelerated to 750 keV by an electrostatic Cockcroft—
Walton accelerator and then injected into a linear acceler-
ator which boosts their energy to 400 MeV. These ions are
stripped of their electrons as they pass through a sheet of
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graphite and are injected into the Booster. This 75 m ra-
dius synchrotron accelerates the protons to 8 GeV. From
there they are injected into the main injector, where they
are further accelerated to 120 or 150 GeV, depending on
their destination. The 150 GeV protons are ejected into the
TEVATRON. Antiprotons used in the collisions are col-
lected from the interaction products of a portion of the
120 GeV proton beam incident on a Nickel-Copper tar-
get. They are collected from the production target using
a lithium lens, momentum-selected around 8 GeV. The
antiprotons are cooled and debunched in the large aper-
ture accelerators debuncher and accumulator, two rounded
triangular-shaped concentric storage rings with radii of
about 75-90 m, using multiple stochastic cooling [259] sys-
tems. When enough antiprotons have been accumulated
(stacked), they are extracted into the Main Injector, accel-
erated to 150 GeV and injected into the TEVATRON.

The TEVATRON is a synchrotron made from super-
conducting magnet coils and warm ion magnets. In collider
mode, the TEVATRON is filled with 36 bunches of pro-
tons and antiprotons, arranged in three bunch trains with
long abort gaps, circulating in opposite directions and sep-
arated by 396 ns bunch spacing. The protons and antipro-
tons are accelerated to their final energy of 980 GeV before
colliding at the centre of the CDF and D@ detectors. The
beams are typically kept colliding for = 24 h, after which
the beam intensity is too low and the spread too high, so
that the beams are dumped and the machine is refilled.
The dumping and refilling process typically takes about
2.5 h. The length of each bunch is = 38 cm, resulting from
the accelerator RF system.

After the TEVATRON upgrade in 1996-2001, the col-
lider was commissioned for Run-II starting in May 2001.
The Run-I record for the instantaneous luminosity of
2x 103 cm™2s~! was surpassed in the spring of 2002.
Since then, the TEVATRON performance is continuously
increasing. Figure 38 shows the time development of the
instantaneous and of the integrated luminosity. Since the
fall of 2004, when the recycler was commissioned, peak lu-
minosities of 100 x 103°ecm=2s~! =100 ub~'s~! are rou-
tinely achieved. The TEVATRON delivered over 1fb~1,
CDF and D@, of which 200-350 pb~! have been studied by
each experiment in the analyses presented in this report.
Figure 38 also shows the delivered luminosity per fiscal
year up to 2005 compared to the conservative ‘baseline’
and the optimistic ‘design’ scenario of luminosity devel-
opment as predicted in the summer of 2003. In 2005 the
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TEVATRON delivered more integrated luminosity than
expected in the optimistic ‘design’ scenario.

Since the summer of 2003 several measures have been
or will be taken to increase the TEVATRON luminosity
further [261-264]: by the end of 2004, the number of pro-
tons on the antiproton production has been increased by
the use of slip stacking (antiprotons loaded from both ac-
cumulator and recycler), increasing the number of pro-
tons on the antiproton target from 5 x 10'? to more than
8 x 102, along with an upgrade of the target itself in
order to be able to handle higher beam intensity. The
antiproton collection efficiency has been increased by an
increase in the gradient of the antiproton collection lens
as well as an increase in the aperture of the antipro-
ton collection transfer line and the Debuncher ring. Fur-
thermore, the antiproton stacking and storing capabili-
ties will be increased by increasing the flux capability
of the Accumulator stacktail stochastic cooling system,
and by using the Recycler as a second antiproton storage
ring, with both stochastic [259] and electron cooling [265].
The additional electron cooling is being commissioned in
the summer and fall 2005. In addition, the TEVATRON
itself will be upgraded to be able to handle higher in-
tensity bunches. Improvements to the helix separation
and smoothness as well as an active compensation for
beam-beam tune shift will be implemented. The expected
luminosity projection, resulting from this TEVATRON
upgrade programme, is summarised in Table 7. After the
completion of the above mentioned TEVATRON upgrade
in about 2006/2007, the TEVATRON is expected to con-
tinue operation until the end of 2009. By that time, an
integrated luminosity of 4.5 to 8.6 fb~! will presumably be
delivered to each experiment.

Table 8 summarises the most important collider param-
eters, comparing the SppS at CERN, the TEVATRON

Table 7. Expected integrated luminosity projection for the
TEVATRON Run-II in fb~! per experiment (from [261-264])

year 2003 2004 2005 2006 2007 2008 2009
baseline 0.28 059 098 148 211 3.25 441
design 0.30 0.68 1.36 224 3.78 6.15 8.57

at FERMILAB and the upcoming LHC at CERN. For
the first two colliders, the factor limiting the luminos-
ity is the number of antiprotons which can be produced
and stored at high energies. Note that the TEVATRON
stores about 1x 103° antiprotons per beam, i.e. ‘only’
twice as many as were stored in the SppS. Neverthe-
less the instantaneous luminosity at the TEVATRON
is much higher than at the SppS thanks to the im-
proved magnet technology, resulting in a smaller trans-
verse beam size and beta function 8* at the interaction
point:

fNp(BN3)

- 2n(02 +03)

L Fo:/8%), (46)

where f is the bunch revolution frequency, IV, the number
of protons per bunch, Ny the number of antiprotons per
bunch, B the number of bunches, o, and oy the transverse
size of the proton and antiproton beams, respectively. The
luminosity also depends on the beam shape form factor F
which in turn is a function of the longitudinal bunch length
0, and the beam amplitude function 8*, which is the ratio
of the transverse beam size o, and the corresponding di-
rection with respect to the beam axis, o/, at the interaction
point. To achieve high luminosities, one wants 3* to be as
small as possible.

Table 8. Summary of design parameters for the hadron colliders SppS at CERN, the TEVATRON
at FERMILAB and the upcoming LHC at CERN (from [167, 266])

SppS
Physics start 1981
Particles pp
cm energy (TeV) 0.62
Lumi (10%° em™2s71) 6
Lumi (fb~! year—1) 0.05
Bunch spacing (ns) 3800
Transverse emittance p:9
(1079 7rad — m) P 5
Bunch length o (cm) 20
(3%, ampl. function at 0.6 (H)
interaction point (m) 0.15 (V)
Particles per bunch (10'9) p: 15

p: 8
Max. no p in accumulator 1.2 x 102
Bunches 6+6
Circumference (km) 6.9
No. dipoles 232
Magnet type warm
Peak magnetic field (T) 1.4

TEVATRON LHC
1987 2007
Dp pp
1.96 14
50-100 0.1-1.0 x 10*
0.5 100
396 25
p: 4.3 0.5
p: 2.7
38 7.5
0.35 0.5-0.55
p: 24 p:11.5
p: 3
2.6 x 1012 -
36+ 36 283542835
6.28 26.7
774 1232 (main dipoles)

cold, warm iron
4.4

cold, cold iron
8.3
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Fig. 39. Elevation view of
the CDF detector in Run-IT

3.2 The CDF and D@ detectors

The CDF and D@ detectors [267-270] are large omni-
purpose detectors. They have been designed for the identi-
fication of the particles in the final states of the pp collisions
and precision measurement of their four-momenta. To
serve this purpose, both experiments consist of three ma-
jor subsystems. At the core of the detector, a magnetised
tracking system records precisely the angles and trans-
verse momenta of charged particles. A hermetic, finely
grained calorimeter measures the energy of electromag-
netic and hadronic showers, and a muon system detects
and measures the momenta of escaping muons. Both ex-
periments have undergone substantial upgrades [271-274]
after the end of Run-I and have been recomissioned in
Run-IT [275-282].

Both experiments use a right-handed coordinate sys-
tem, centred on the detector, with the z-axis along the pro-
ton beam direction. The y-axis is vertical, and the x-axis
points towards the centre of the accelerator ring, defining
the transverse plane. In addition, the polar angle 6, the
azimuthal angle ¢, and the pseudorapidity'® 7, defined as

= —In(tan6/2), are frequently used. The separation of

13 The pseudorapidity 7 is obtained as an approximation of
the rapidity y = % gi‘g:
i.e. for p > m. Rapidity intervals Ay are Lorentz-invariant. In
inclusive QCD the number of particles produced per rapidity
interval is a flat plateau reaching out to (Ycm )max = :t% In (722 )
in the centre-of-mass frame.

when the particle mass is ignored,

two physics objects is typically expressed by their distance
in the (7, ) plane, i.e. AR = /(An)2+ (A¢)?, which is
a Lorentz-invariant quantity with respect to boosts along
the z-axis. Depending on the choice of the origin of the co-
ordinate system, the coordinates are referred to as physics
coordinates, when the origin is the reconstructed events
vertex (¢ and 7n), while detector coordinates (@get and
Ndet) are calculated with respect to the centre of the
detector.

3.2.1 CDF

The CDF Run-II detector [271,272], in operation since
2001, is an azimuthally and forward-background sym-
metric apparatus designed to study pp collisions at the
TEVATRON. It is a general purpose solenoidal detec-
tor which combines precision charged particle tracking
with fast projective calorimetry and fine grained muon
detection. The detector is shown in an elevation view
in Fig. 39. The CDF detector consists of three main func-
tional sections going radially outwards from the beam-
line. The tracking system is used for particle charge and
three-momentum measurements. It is contained in a super-
conducting solenoid, 1.5 m in radius and 4.8 m in length,
which generates a 1.4 T magnetic field parallel to the beam
axis. The solenoid is surrounded by the scintillator-based
calorimeter system with separate electromagnetic and
hadronic measurements, which covers the region |n| < 3.
Outside the calorimeters, layers of steel absorb the re-
maining hadrons leaving only muons, which are detected
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by the outermost muon detectors. The CDF Run-I and
Run-0 detector, which was operated between 1987 and
1996, is described elsewhere [267—-269]. Major differences
for Run-II include: the replacement of the central tracking
system, the replacement of a gas sampling calorimeter in
the plug-forward region with a scintillating tile calorime-
ter, preshower detectors, extension of the muon coverage,
a time-of-flight (TOF) detector and upgrades of trigger,
readout electronics, and the data acquisition systems. The
main features of the Run-II detector systems are sum-
marised below.

Luminosity monitor. The beam luminosity is determined
by using low pressure gas Cherenkov counters located in
the 3.7 < |n| < 4.7 region which measure the average num-
ber of inelastic pp collisions per bunch crossing [275]. The
detector consists of 48 thin, long, conical counters, ar-
ranged around the beam pipe in three concentric layers of
16 counters, each oriented with their small end pointing to
the centre of the interaction region and readout via pho-
tomultiplier tubes (PMTs) at their larger end. The cones
in the outer two layers are about 180 cm long, the inner
ones about 110 cm. Prompt particles from pp interactions
traverse the full length of the counter and generate a large
amplitude PMT signal, ~ 100 photoelectrons, while beam-
halo particles traverse the counter at larger angles with
shorter path length, yielding a much smaller signal. Since
the counters effectively measure the actual number of pri-
mary particles, the Cherenkov monitor does not saturate
at high TEVATRON luminosity.

The central tracking system. The tracking system consists
of a silicon microstrip system [276] and of an open-cell wire
drift chamber (COT) [277] that surrounds the silicon de-
tector. The silicon microstrip detector (Fig.40) consists
of seven layers (eight layers for 1.0 < |n| < 2.0) in a bar-
rel geometry that extends from a radius of 1.5 cm from the
beam line to r = 28 cm, at a length from 90 cm to nearly two
meters. The layer closest to the beam pipe is a radiation-
hard, single sided axial strip detector called Layer 00 which
employs LHC designs for sensors supporting high-bias volt-
ages. This enables good signal-to-noise performance even
after extreme radiation doses. The layer 00 silicon has an
implant pitch of 25 yum and a readout pitch of 50 pum. The
remaining seven layers are radiation-hard, double sided de-
tectors. The next five layers after Layer 00 at radii from 2.45
t0 10.6 cm comprise the SVXII system consisting of 300 ym
thick, n-type, double sided sensors. The SVXII uses 90-
degree and small angle stereo sensors for the n-strips from
the innermost to outermost SVXII layers in the pattern
(90°,90°,—1.2°,90°, +1.2°). The p-strips on the non-stereo
side run in the axial direction, spaced in r¢ by 60—65 pm.
The two outer layers comprise the intermediate silicon layer
(ISL) system. The ISL consists of two symmetric silicon
layers in the forward and backward region (|n| > 1.1) lo-
cated at radii of R ~ 20 cm and R ~ 29 cm, respectively, and
one in the central region (|n| < 1.1) at R ~ 23 cm. It pro-
vides one space point in the central region which improves
the matching between the SVXII tracks and COT tracks
and its fine granularity helps to resolve ambiguities in dense
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Fig. 40. Left: A side view of half of the CDF silicon system.
The z coordinate is strongly compressed. Right: An endview of
the CDF silicon tracker showing the SVXII cooling bulkheads
and ISL support structures

64 cm

track environments. This entire silicon tracking system al-
lows track reconstruction in three dimensions. The impact
parameter resolution of the combination of SVXII and ISL
is40 pm including a 30 pm contribution from the transverse
width of the beam-line. The zg resolution of the SVXII and
ISLis 70 pm.

The central outer tracker (COT, Fig. 39) is a 3.1 m long
cylindrical drift chamber outside the silicon microstrip de-
tector which covers the radial range from 40 to 137 cm
and provides 96 measurement layers, organised into alter-
nating axial and £2° stereo superlayers. Supercells of 12
sense wires each are tilted by 35° with respect to the ra-
dial direction in order to compensate for the Lorentz angle
and the drifting charge particles in the magnetic field. The
COT provides coverage for |n| < 1. The hit position reso-
lution is approximately 140 um and the momentum reso-
lution o (pr)/pr? = 0.0015 (GeV/c) L. The COT provides
in addition particle identification information based on the
dE/dx energy loss.

The time-of-flight detector. A time-of-flight (TOF') detec-
tor [278], based on 3m long plastic scintillator bars and
fine mesh photomultipliers, attached to both ends of each
bar, is installed in a few centimetres clearance just out-
side the COT. The TOF resolution is = 100 ps and it pro-
vides at least two standard deviation separation in recon-
structed particle mass™® between K+ and 7+ for momenta
p < 1.6 GeV/c. The TOF is mainly used for heavy flavour
physics and for searches for new phenomena, such as stable
heavy particle production in CDF.

The calorimeter system. Segmented electromagnetic and
hadronic sampling calorimeters, arranged in projective
towers, surround the tracking system and measure the
energy flow of interacting particles in the pseudorapid-
ity range |n| < 3.64. The central calorimeters (and the
endwall hadronic calorimeter) cover the pseudorapidity
range |n| < 1.1 (1.3). The central electromagnetic calorime-
ter [279] (CEM, see Fig. 41) uses lead sheets interspersed
with polystyrene scintillator as the active medium and em-
Wim=" (%)2 — 1, where p is the particle momentum from
the tracker, ¢ is the time of flight from the TOF, L is the path
length, and c is the speed of light.
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ploys phototube readout. The CEM thickness corresponds
to 18X, and its energy resolution is 13.5%/vE & 2%. The
central hadronic calorimeter [280] (CHA) uses steel ab-
sorber interspersed with acrylic scintillator as the active
medium. It is about 4.5); thick and its energy resolution
is 75%/vVE®3%. The central calorimeters are divided
into 24 wedges, each extending about 250 cm along the
beam axis on either side of z = 0. The calorimeter towers
cover a range of An = 0.11. To enable a more precise meas-
urement of the transverse shower profile, a proportional
strip and wire chamber, called the central electromag-
netic shower counter (CES), is embedded in each tower of
the central calorimeter at the shower maximum in 5.9.X.
In addition to the CES, the central pre-radiator detector
(CPR), composed of proportional chambers, is placed be-
tween the solenoid and the CEM. Both, the CES and CPR
help in distinguishing electrons from hadrons.

The plug calorimeters (Fig. 41), divided into projective
towers in 12 concentric 7 regions, cover the pseudorapid-
ity region 1.1 < |n| < 3.64. They are sampling scintillator
calorimeters which are read out with plastic fibres and
phototubes. The plug electromagnetic calorimeter is 21 X
thick and has an energy resolution of 16%/v'E ® 1% [281].
As in the central calorimeter, a shower maximum detec-
tor (PES) is also embedded in the plug EM section. The
plug hadronic calorimeter is 7A; thick and has an energy
resolution of 74%/v'E @ 4%.

The muon system. The muon system has been significantly
upgraded for Run-II, in particular to complete the cover-
age in the central region. The muon system resides beyond
the calorimetry. Three muon detectors are used for most
top physics analyses: The central muon detector (CMU),
the central muon upgrade (CMP), and the central muon
extension chambers (CMX). The CMU counsists of four
layers of planar drift chambers and detects muons with
pr > 1.4 GeV /c which penetrate the five absorption lengths
of calorimeter steel. The additional four layers of planar
CMP drift chambers instrument 0.6 m of steel (= 3.41) out-
side the magnet return yoke and detect muons with pp >
2.0GeV/c. The CMU and CMP chambers each provide

BEAML IN

(15°,0.11) projective towers are
shown. Right: Cross section of the
CDF plug calorimeter

146.500
13721.10)

coverage in the pseudorapidity range |n| < 0.6. The CMX,
covering 0.6 < |n| < 1.0, now have a full 27 azimuthal cov-
erage. In addition, the intermediate muon detectors (IMU)
are covering the region 1.0 < |n| < 1.5. Figure 42 shows the
coverage of each sub-detector in the (1, ¢) coordinates. It
should be noted that the CMU and the CMP coverage do
not exactly overlap. The CMU islocated outside the Central
Hadronic Calorimeter (=~ 5Ar) at aradius of 3.47 m from the
beam. The CMS is an arch-shaped detector built around the
plug calorimeter. The muon system relies on proportional
wire chambers to provide coarse tracking information, and
scintillation counters for triggering. The three detectors
are designed with the same four-layer configuration of drift
chambers. Wires in the first and third layer are slightly off-
set in ¢ with respect to the second and fourth layer, in order
to remove the ¢ ambiguity in the track reconstruction. The
z-position of the track is obtained by comparing the pulse
heights at each end of the sense wires. The resolution in the
(r, z) plane is 1.2 mm. Tracks measured in at least 3 of the 4
layers form a track segment, called a stub.

The trigger system. The trigger and data acquisition sys-
tems are designed to accommodate the high rates and large
data volume of Run-II. The trigger system is comprised
of three levels and is able to function with a 132 ns bunch
separation while keeping dead time as short as possible.
The trigger architecture is shown in Fig. 42. In the Level-
1 trigger, the information for all detectors is buffered in
a 42-event deep synchronous pipeline and stored for 5.5 us.
During this time the received data is analysed by three
parallel synchronous streams, analysing calorimetry, the
muon system, and the extremely fast tracker, XFT. The
calorimeter triggers are formed by applying thresholds to
energy deposits in calorimeter trigger towers with a seg-
mentation of An x A¢ = 0.2 x 15°. The thresholds are ap-
plied to individual triggers (object triggers) as well as to
the sum of energies from all towers (global triggers). The
muon trigger looks for stubs in the muon chambers. The
XFT reconstructs tracks in the transverse plane of the
COT, and an extrapolation unit matches these tracks to
the calorimeter and muon chambers. Based on preliminary
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information from tracking, calorimetry, and muon system,
the output of the first level of the trigger is used to limit
the rate for accepted events to ~ 18 kHz at the luminosity
range of 3-7 x 103! cm 257,

Events satisfying the Level-1 trigger requirements are
downloaded into one of four asynchronous event buffers
and processed via programmable Level-2 hardware proces-
sors. While Level-2 analyses the events, the buffer cannot
be used for additional Level-1 accepts. If all four buffers are
full, then the experiment starts to incur deadtime. To keep
the deadtime at an acceptable level of 10% and maintain
to 50kHz Level-1 rate, the Level-2 latency is set to 20 us
by using pipelines in two stages, each taking approximately
10 pus. The first phase is an event building stage, where
clusters and jets are formed and tracks are matched to elec-
tromagnetic clusters. On the second pipelined stage, the
results of the first phase are collected in the Level-2 proces-
sor memory and compared to the Level-2 trigger require-
ments. About one hundred different Level-2 triggers can
be formed. Exploiting the more refined Level-2 information
and additional tracking information from the silicon detec-
tor, the accept rate is reduced further to ~ 300 Hz—1 kHz.

At the third and final level of the trigger, events are
transferred via a network switch to event builder CPU
nodes, where they are assembled from their fragments, and
passed to the Level-3 farm of parallel processor nodes.
Taking advantage of the full detector information and im-
proved resolution, they analyse and classify each event
and apply the Level-3 filter mechanisms. The rate of ac-
cepted events, written to permanent storage, is ~ 75 Hz,
with an average event size of 250 kB, corresponding to up
to 20 MB/s total output rate.

3.2.2 DY

To take advantage of the improvements in the
TEVATRON and to enhance the physics reach of the
experiment, the D@ detector has been significantly up-
graded. The detector consists of three major subsystems:

Lisl2 n: :1

Fig. 42. Left: The (n,¢)
muon coverage of the CDF
detector; Right: Functional

block diagram of the CDF
trigger system and data flow

central tracking detectors, uranium/liquid-argon calorime-
ters, and a muon spectrometer. The central tracking sys-
tem has been completely replaced. The old Run I system
lacked a magnetic field and suffered from radiation dam-
age, and improved tracking technologies are now available.
The new system includes a silicon microstrip tracker and
a scintillating-fibre tracker located within a 2 T solenoidal
magnet. The silicon microstrip tracker is able to identify
displaced vertices for b-quark tagging. The magnetic field
enables a measurement of the energy to momentum ratio
(E/p) for electron identification and calorimeter calibra-
tion, opens new capabilities for 7 identification and hadron
spectroscopy, and allows precision muon momentum meas-
urements. Between the solenoidal magnet and the cen-
tral calorimeter and in front of the forward calorimeters,
preshower detectors have been added for improved electron
identification. In the forward muon system, proportional
drift chambers have been replaced by mini drift tubes and
trigger scintillation counters have been added for improved
triggering. Also a forward proton detector has been added
for the study of diffractive physics. Figure 43 shows the
cross sectional view of the upgraded Run-II D@ detector,
as installed in the collision hall and viewed from inside
the TEVATRON ring. The forward proton detector is not
shown. The large reduction in the bunch spacing required
the improvement of the readout electronics and the imple-
mentation of pipelining for the front-end signals from the
tracking, calorimeter, and muon systems. The calorime-
ter preamplifiers and signal-shaping electronics have been
replaced, as have all of the electronics for the muon sys-
tem. The trigger system has been significantly upgraded,
providing three full trigger levels to cope with the higher
collision rate and new hardware to identify displaced sec-
ondary vertices for b-quark tagging. Muon triggering has
been enhanced by the addition of scintillation counters in
the central and forward regions.

A significant improvement to the detector’s perform-
ance results from the removal of the old main ring beam
pipe from the calorimeters. During Run-I, the main ring
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was used to accelerate protons for antiproton production
while the TEVATRON operated in collider mode. Losses
from the main ring produced spurious energy deposits in
the calorimeters and muon system, and most triggers were
not accepted while main ring protons passed through the
detector. Removal of the main ring increased the lifetime
of the detector by approximately 10%, depending on the
trigger.

In the following the design and performance of the up-
graded D@ detector is described for the various subsys-
tems. A more detailed description of D@ detector in Run-II
can be found in [282].

Luminosity monitor. The primary purpose of the Lumi-
nosity Monitor (LM) is to make an accurate determination
of the TEVATRON luminosity at the D@ interaction re-
gion by the detection of inelastic pp collisions with a dedi-
cated detector. The LM also serves to measure beam halo
rates, to make fast measurements of the z-coordinate of
the interaction vertex, and to identify the beam crossing in
multiple pp interactions.

The luminosity £ is determined from the average num-
ber of inelastic collisions per beam crossing Ny meas-

ured by the LM: £ = ! ;\i I;WM where f is the beam crossing

frequency and o is the effective cross section for the
LM that takes into account the acceptance and efficiency
of the LM detector [283]. Since Ny, is typically greater
than one, it is important to account for multiple pp col-
lisions in a single beam crossing. This is done by count-
ing the fraction of beam crossings with no collisions and
using Poisson statistics to determine Np. In this meas-
urement, pp interactions and beam halo background are
distinguished by the time of flight difference between the

5 Fig. 43. The D@ detector in

cross sectional view

forward and the backward detector, located at F140 cm,
respectively.

The LM detector consists of two arrays of twenty-four
plastic scintillation counters with photomultiplier readout.
The arrays are located in front of the endcap calorime-
ters at z = 140 cm, and occupy the region between the
beam pipe and the forward preshower detector. The coun-
ters are 15 cm long and cover the pseudo-rapidity range
2.7< Ndet < 4.4.

The central tracking system. Excellent tracking in the cen-
tral region is necessary for studies of top quark, elec-
troweak, and b physics and to search for new phenomena,
including the Higgs boson. The central tracking system
consists of the silicon microstrip tracker (SMT) and the
central fibre tracker (CFT) surrounded by a 2 T solenoidal
magnetic field parallel to the beam axis. The two track-
ing detectors locate the primary interaction vertex with
a resolution of about 35 pm along the beam-line. They can
tag b-quark jets with an impact parameter resolution of
better than 15 pm in r — ¢ for particles with transverse mo-
mentum pt > 10 GeV/c at |n| = 0. The high resolution of
the vertex position allows good measurement of lepton pr,
jet transverse energy (Et), and missing transverse energy
Fr. Calibration of the electromagnetic calorimeter using
E/p for electrons is now possible. Both the SMT and CFT
provide tracking information to the trigger. A schematic
view of a quarter of the tracking system, embedded in the
solenoid and the calorimeter, is shown in Fig. 46.

Charged particles passing through the 300 ym thick
wafers of n-type silicon which comprises the SMT produce
pairs of electrons and holes. The ionised charge is collected
by strips of p-type or nT-type silicon strips, whose minute
construction (mostly between ~ 50 um and ~ 80 um pitch,



866

H Dack 1
Barrel 4 Barrel 6 H-Disk 4

A Barrel 1 g
S ki Q) ._:}”3 ~ 'o;
K7 T

' F-Disk 1
F-Disk 11
F-Disk 12 " Y

Beam Pipe /i

L -

N
/
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detector

some sensors have ~ 150 um pitch) provide for the meas-
urement of the ionisation. The SMT provides both track-
ing and vertexing over nearly the full n coverage of the
calorimeter and muon systems. The length of the interac-
tion region (o ~ 25 cm) sets the length scale of the device.
With a long interaction region, it is a challenge to deploy
detectors such that the tracks are generally perpendicu-
lar to detector surfaces for all . This led to the design of
barrel modules interspersed with disks in the centre and
assemblies of disks in the forward regions. The barrel de-
tectors primarily measure the r — ¢ coordinate and the disk
detectors measure 7 — z as well as 7 — ¢. Thus vertices for
high n particles are reconstructed in three dimensions by
the disks, and vertices of particles at small values of 7 are
measured in the barrels and central fibre tracker. An iso-
metric view of the SMT is shown in Fig. 44. The detector
has six barrels in the central region. Each has four silicon
readout layers, each layer having two staggered and over-
lapping sub-layers. The outer barrels have single sided and
double sided 2° stereo ladders. The four inner barrels have
double sided 90° stereo and double sided 2° stereo ladders.

LEAD 5.5mm
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opQ . 5_"
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Each barrel is capped at high |z| with a disk of twelve dou-
ble sided wedge detectors, called an “F-disk”. In the far
forward and backward regions, a unit consisting of three
F-disks and two large-diameter “H-disks” provides track-
ing at high |nge:| < 3.0. The F-disks are made of 24 pairs
of single sided detectors glued back to back. The axial hit
resolution is on the order of 10 um, the z hit resolution is
35 pum for 90° stereo and 450 um for 2° stereo ladders.

The central fibre tracker consists of 835 ym diameter
scintillating fibres mounted on eight concentric support
cylinders and occupies the radial space from 20 to 52 cm
from the centre of the beam pipe (Fig. 45). The two in-
nermost cylinders are 1.66 m long, the outer six cylinders
are 2.52 m long. Each cylinder supports one doublet layer
of fibres oriented along the beam direction and a second
doublet layer at a stereo angle of alternating +3°. The
two layers of fibres are offset by half a fibre width to pro-
vide improved coverage. The small fibre diameter gives
the CFT a cluster resolution of about 100 um per doublet
layer. Light production in the fibres is a multi-step process.
When a charged particle traverses one of the fibres, the
scintillator emits light at A = 340 nm through a rapid fluo-
rescence decay. A wave-shifting dye absorbs the light well
at A =340 nm and emits at A = 530 nm. The light is then
transmitted by total internal reflexion to the end of the
scintillating fibres, where the light is transfered through
an optical connection to clear fibre waveguides of identical
diameter which are 7.8 to 11.9 m long. The light is only ob-
served from one end of each scintillating fibre. The opposite
end of each of the scintillating fibres is mirrored by sputter-
ing with an aluminium coating that provides a reflectivity
of 85 t0 90%. The clear fibre waveguides carry the scintilla-
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Fig. 45. Cross sectional view
of a quarter of the D@ track-
ing and preshower system
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Fig. 46. Cross sectional view of the D@ calorimeter show-
ing the transverse and longitudinal segmentation pattern. The
shading pattern indicates cells for the signal readout. The lines
depict the pseudorapidity intervals in steps of 0.2

tion light to visible light photon counters (VLPCs) which
convert it into an electronic pulse which is readout. The
visible light photon counters are situated in a liquid Helium
cryostat and operate at a temperature of 9 K. They de-
tect photons with a quantum efficiency of 85% and provide
charge of about 30 to 60k electrons per photon. A min-
imum ionising particle creates an average of eight photo-
electrons per layer, depending on the angle between the
scintillating fibre and particle trajectory.

Hits from both tracking detectors are combined to re-
construct tracks. The momentum resolution of the tracker
for minimal ionising particles can be parameterised as:

U(pil) _ \/(S\/COSh 77)2 + (CpT)2 ,

» (47)

where p is the particle momentum and 7 is the pseudo-
rapidity. S accounts for the multiple scattering term and
C represents the resolution term. A study of Z — ptu~
events has found S = 0.015 and C = 0.0018.

The calorimeter and preshower system. The calorimeter
system is designed to provide the energy measurement for
and assist in the identification of electrons, photons, taus
and jets and establish the transverse energy balance in an
event. The device is also sensitive to MIPs (minimum ion-
ising particles) and therefore can serve to identify muons.
The calorimeter itself (i.e. the modules) is unchanged with
respect to Run-1. However, there is significantly more ma-
terial in front of the calorimeter (2 < X < 4, depending on
the ) and the trigger and readout electronics is rebuilt.
The calorimeter is divided into three parts: the central
calorimeter (CC, |nget| < 1) and the two end calorimeters
(ECs), extending the coverage to |nqet| = 4 (Fig. 46). They
consist of an inner electromagnetic (EM) section, a fine
hadronic (FH) section, and a coarse hadronic (CH) section.
The absorber in the EM and FH sections is depleted Ura-
nium; in the CH section, it is a mixture of stainless steel
and Copper. The material and exact geometry of the ab-
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sorber plates in the different regions is varied, in order to
achieve approximate compensation e/h ~ 1, and amounts
to approximately 6.4 interaction lengths of Uranium and
Copper. The active medium in all cases is liquid argon.
The EM sections of the calorimeters are about 21 radia-
tion lengths deep, and are read out in four longitudinal
segments glayers). The transverse segmentation is pseudo-
projective!®, with a cell size of Anpx A¢ = 0.1 x 0.1. In the
third layer of the EM calorimeter, near the shower max-
imum, the segmentation is twice as fine in each direction,
with a cell size of An x A¢ = 0.05 x 0.05. The energy reso-
lution is about 15%/+v/E @ 0.4% for electromagnetic show-
ers and 50%/+/'E for single hadrons'®. The resolution is
substantially worse, however, in the transition regions be-
tween the CC and the ECs (0.8 < |nget| < 1.4), due to the
presence of a large amount of uninstrumented material.
Some of the energy that would otherwise be lost is collected
in extra argon gaps mounted on the ends of the calorimeter
modules (“massless gaps”) and in scintillator tiles mounted
between the CC and EC cryostats (intercryostat detectors,
or ICDs). For Run-II, preshower detectors have been in-
stalled in front of the central and forward calorimeters.
They aid in electron identification and improve their en-
ergy measurement. The central preshower detector (CPS,
[ndet| < 1.3) consists of three concentric cylindrical layers
of triangular scintillator strips (axial and stereo £23°), lo-
cated between the solenoid and the central calorimeter and
a 1X-thick lead-radiator on its inner side. The Forward
Preshower detectors (FPS, 1.5 < |nqet| < 2.5) are mounted
on the spherical heads of the end calorimeter cryostats.
They are made of two layers (stereo +22.5°) at differ-
ent z-position, separated by a 2Xy-thick lead-stainless-
steel absorber. The preshower detectors are readout via
wavelength-shifting fibres and visible photon counters.

The muon system. As charged particles, which do not cause
electromagnetic or hadronic showers, the muons originat-
ing from a pp collision penetrate the tracking system and
the calorimeter essentially unperturbed. The D@ muon de-
tection system, placed around the calorimeter and depicted
in Fig. 47, serves to identify and trigger on these muons and
measure their momenta and their charge. For that purpose,
the upgraded D@ detector uses the original central muon
system proportional drift tubes (PDTs) with radial pos-
ition resolution of approximately 3 mm and toroidal mag-
nets with an internal field of 1.8 T, partially new central
scintillation counters and a completely new forward system.
The central muon system provides coverage for || < 1.0.
The new forward muon system extends muon detection to
|n| & 2.0, uses radiation hard and high segmentation mini

15 Although each cell is non-projective, they form towers
which are.

16 The exact numbers for the Run-II setup are being studied
using J/¥,T and Z events with a leptonic decay to two elec-
trons. Final numbers are not yet available, but preliminary
studies indicate an increased energy resolution mainly due to
the increased tracker material in front of the calorimeter and
reduced charge integration time, a result from shortening the
bunch crossing time from 2 ps to 396 ns.
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Fig. 47. A cut-away view of the D@ muon system

drift tubes (MDTs) with a better coordinate resolution (~
0.7 mm) rather than PDTs, and includes trigger scintilla-
tion counters and beam pipe shielding.

During Run-I, a set of scintillation counters, the cosmic
cap, was installed on the top and upper side of the outer
layer of central muon PDTs. This coverage has been ex-
tended to the lower sides and bottom of the detector, to
form the cosmic bottom. These trigger scintillation coun-
ters are fast enough to allow the association of a muon in
a PDT with the appropriate bunch crossing and to reduce
the cosmic ray background. Additional scintillation coun-
ters, the A¢ counters, have been installed on the PDTs
mounted between the calorimeter and the toroidal magnet.
The A¢ counters provide a fast detector for triggering on
and identification of muons and for rejecting out-of-time
background events. The scintillation counters are used for
triggering; the wire chambers are used for precise coordi-
nate measurements as well as for triggering. Both types
of detectors contribute to background rejection: the scin-
tillator with timing information and the wire chambers
with track segments. Toroidal magnets and special shield-
ing complete the muon system. Each sub-system has three
layers called A, B, and C. The A layer is innermost and lo-
cated between the calorimeter and the iron of the toroid
magnet. B and C layers are located outside the iron.

The most probable value for the energy loss of a muon
in the calorimeter is 1.6 GeV, and about 1.7 GeV in the
iron. The momentum measurement is corrected for this en-
ergy loss.

The momentum resolution for muons, as measured by
the muon system in comparison to central tracker meas-
urements in events with w, ¢, J/¥, &', 1, or Z — pu, was
found to be o(pr)/pT = 10% for low-momentum muons
and 50% for muons with pt > 50 GeV. The overall muon
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momentum resolution, including information from the in-
ner tracker is defined by the central tracking system for
muons with momentum up to approximately 100 GeV, the
muon system improves the resolution only for higher mo-
mentum muons.

The forward proton detector. The forward proton detector
(FPD) is a series of momentum spectrometers that make
use of accelerator magnets in conjunction with position de-
tectors along the beam line in order to determine the kine-
matic variables ¢ and £ of the scattered p and p, where [t] is
the squared four-momentum transfer of the scattered pro-
ton or antiproton, and £ = 1 — z,,, where z,, is the fractional
longitudinal momentum of the scattered particle with re-
spect to the incoming proton. The FPD covers the region
0 <t < 4.5GeV? and is of particular importance for D@’s
diffractive physics programme.

The trigger system. With the increased luminosity and
higher interactions rate delivered by the upgraded
TEVATRON, a significantly enhanced trigger is neces-
sary to select the interesting physics events to be recorded.
Three distinct levels form this new trigger system with
each succeeding level examining fewer events but in greater
detail and with more complexity. The first stage (Level 1
or L1) comprises a collection of hardware trigger elements
that provide a trigger accept rate of 2 kHz. The pipelined
readout makes a trigger decision within 4.2 us, using field
programmable gate arrays (FPGAs). The calorimeter trig-
ger towers of size Anx A¢ =0.2x 0.2 provide L1 input
up to |nget| < 3.2. In the second stage (Level 2 or L2),
hardware engines and embedded microprocessors associ-
ated with specific sub-detectors provide information to
a global processor to construct a trigger decision based on
individual objects as well as object correlations. The L2
system reduces the trigger rate by a factor of about two
and has an accept rate of approximately 1 kHz. Candidates
passed by L1 and L2 are sent to a farm of Level 3 (L3)
microprocessors; sophisticated algorithms reduce the rate
to about 50 Hz and these events are recorded for offline
reconstruction.

Further D@ upgrades. Run-I1a at the TEVATRON will de-
liver ~ 1.5-2fb™! of integrated luminosity with peak lu-
minosity nearly 1.0 x 1032cm~2s~! by spring 2006. The
D@ detector and trigger are performing very well, however
aging of the inner silicon tracker and occupancy-related
trigger rate issues will become areas of concern by the end
of Run-ITa. The plans for Run-IIb [284, 285], beginning in
the summer of 2006, are to achieve peak and integrated lu-
minosities of 2.8 x 1032 ecm 257! and 8fb~!, respectively.
During a TEVATRON shutdown after Run-ITa, the DO
experiment will complete significant detector and trigger
upgrades to deal with the consequences of such an intense
beam environment. In particular, a new radiation-hard in-
ner silicon Layer 0 (L0) will be installed on the beam pipe
at a radius R = 1.6 cm, which will help to recover losses in
tracking and b-tagging efficiency that result from dead re-
gions in the inner layer of the Run-ITa SMT. The improved
tracking and vertexing resolution resulting from the addi-
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tional LO hits near the interaction point corresponds to a
15% improvement over the Run-IIa b-tagging efficiency.

The most ambitious trigger system upgrade is the re-
placement of the entire L1 calorimeter trigger (L1CAL).
The new L1CAL uses digital filtering to improve reso-
lution on the measurement of transverse energy and a slid-
ing window algorithm to perform better clustering. These
techniques will dramatically sharpen the trigger threshold
turn-on curves and bring much of the current L2 rejection
up to L1.

Several upgrades to the data acquisition and online
computing systems will increase D@’s capacity to record
more high-quality data. The most significant of these pro-
jects will be the addition of 96 Linux nodes to the L3 com-
puting farm. The expansion will effectively double the L3
processing power which will confer the ability to efficiently
process the more complex high luminosity Run-IIb events
and double the L3 output to 100 Hz. Most of the rate ben-
efit is foreseen to be used for triggering and recording of an
increased b-physics data sample.

3.3 Particle identification

This section describes the algorithms used by CDF and D@
for the identification and reconstruction of the physics ob-
jects in the tt or single-top final state such as jets, electrons,
muons, taus, missing transverse energy for the neutrinos,
and the b-tagging. Wherever possible, also their perform-
ance and calibration precision on Run-II is summarised.
The corresponding algorithms for the LHC experiments
ATLAS and CMS are very similar, but at present only
tested on Monte Carlo simulation. They are therefore not
described here. More information on those algorithms at
the LHC can be found in [286—288].

3.3.1 Quarks, gluons and jets

In pp collision, interactions with quarks and gluons in the
final state occur at very high rate. These particles hadro-
nise immediately after production, creating a multitude of
baryons and mesons or their decay particles which sub-
sequently traverse the detector in the approximate direc-
tion of the initial parton and hit the calorimeter. The jet
algorithm associates adjacent energy depositions in the
calorimeter with the initial parton and forms correspond-
ing jets.

In CDF, jets used in the top quark physics ana-
lyses are reconstructed from calorimeter towers using
the JETCLU cone algorithm [289]. With a radius of!”
R= \/Aqﬁz + An? = 0.4, where the Et of each tower is cal-
culated with respect to the z coordinate of the event (event
vertex from the tracking system). The calorimeter towers
belonging to a good electron candidate are not used by
the jet clustering algorithm. Due to the construction of the
calorimeter, CDF does not observe any noise signal from
the calorimeter itself, only from the readout electronics.

17 R = \/An? + A¢? is the cone size in (1, ¢) space.
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At D@, jets are reconstructed using the improved lega-
cy cone algorithm, which was designed following the rec-
ommendations of the Run-II QCD workshop [290]. Calo-
rimeter towers are composed from cells (excluding those
in the coarse hadronic layer) which share the same pseu-
dorapidity and azimuthal angle. Towers exceeding Et >
0.5 GeV are chosen as seeds, and preliminary jet candi-
dates are identified using a simple cone algorithm with
R =0.5. As algorithms operating without seeds show bet-
ter performance but are computationally too expensive,
a compromise is found by considering Er-weighted centres
between pairs of cone jets (‘midpoints’) as candidates as
well. A sophisticated split and merge procedure resolves
overlapping cones, and all remaining candidates which ful-
fil E°°° > 8 GeV are considered as reconstructed jets.

Calorimeter cells are subject to Gaussian noise from
the Uranium as well as from the readout electronics which
exceeds the zero suppression threshold: typically, 1000—
3000 cells are affected in each event. If such cells are assigned
to ajet, the jet energy resolution of real jets is degraded, and
fake jets can occur. Therefore, D@ employs the T42 algo-
rithm [291] to improve the interpretation of the calorimeter
measurement at the cell level: isolated cells are considered
noise if they do not appear to be ‘signal-like’. A cell is con-
sidered ‘signal-like’ if its energy is positive and +40 above
a threshold, or if it is +2.50 above the threshold but has
a neighbouring cell which exceeds the threshold by +40.
The T42 algorithm rejects about 30%—60% of all cells in the
event, in good agreement with the noise expectation. Towers
are subsequently built only from cells not identified as noise.

Reconstructed cone jets must fulfil the following addi-
tional quality requirements:

— 0.05 < fem < 0.95, where fo, is the fraction of jet
energy deposited in the electromagnetic section of
the calorimeter. Isolated electromagnetic particles are
rejected.

— focu < 0.4, where fcp is the fraction of jet energy de-
posited in the coarse hadronic section of the calorime-
ter. Jets which have been formed mainly from cells in
this noisy calorimeter section are removed.

— fhot < 10, where fyot is the energy ratio of the highest
and the next-to-highest calorimeter cell assigned to the
jet. A large value of fi,o indicates that the jet is clustered
around a hot cell (mostly abnormal electronic noise).

— n90 > 1, where n90 is the number of calorimeter towers
containing 90% of the jet energy. A small n90 indicates
that the jet is clustered around a hot cell.

— Confirmation of the jet by the Level 1 trigger readout
chain. Fake jets surviving all other quality criteria ap-
pear mostly at the reconstruction stage, but are not
seen in the trigger readout. This electronic noise is due
to coherent noise in the precision readout chain and can
be efficiently rejected by requiring coincidence between
the reconstructed jet and Level 1 trigger signals.

— pr > 20 GeV, after jet energy scale correction.

- Inj<25

Electrons and photons which pass the cut on fgy and ex-
ceed the reconstruction threshold of Er > 8 GeV appear
in the list of reconstructed jets. All such jets which are
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matched within AR(jet, EM) < 0.5 to an electromagnetic
object are removed from the list, if pi* > 15 GeV.

3.3.2 Jet energy scale

The primary goal of the CDF and D@ jet energy correc-
tions is to determine the energy correction to scale the
measured energy of the jet energy back to the energy of the
final state particle level jet (Fig. 48). Additionally, there
are corrections to associate the measured jet energy to the
parent parton energy, so that direct comparison to the the-
ory can be made. Currently, the jet energy scale is the
major source of uncertainty in the top quark mass meas-
urement and inclusive jet cross section.

The CDF jet energy corrections are divided into different
levels to accommodate different effects that can distort the
measured jet energy, such as, response of the calorimeter to
different particles, non-linearity response of the calorimeter
to the particle energies, un-instrumented regions of the de-
tector, spectator interactions, and energy radiated outside
the jet clustering algorithm. Depending on the physics ana-
lyses, a subset of these corrections can be applied.

The CDF detector has been upgraded for Run-II. All sys-
tems, except the central calorimeter and the muon system,
were replaced. The data acquisition electronic and simu-
lation and reconstruction software was re-written. For the
central calorimeter, the ADC integration gate was reduced

calorimeter jet

particle jet parton jet

proton

1y
-

anti-proton

CH FH EM

Fig. 48. Schematic of the jet energy scale corrections, taking
energy measurements on the calorimeter level to the particle or
the parton level
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from 600 ns to 132 ns, clipping the tails of the signal. In add-
ition, the material in front of the calorimeter increased due
to the new tracking system. Both of these effects reduce the
observed energy in the calorimeter. A comparison of the
pr difference in 7+ jet events in Run-II with Run-I data
shows that the Run-II jet energy scaleis —2.8 + 0.4 (stat.) £+
0.8 (syst.)% lower than in Run-I, consistent with the drop
expected from extra material and the shorter integration
gate. The Run-II calorimeter simulation has been tuned to
the single particle response measured in Run-II pp collisions
at low momenta (p < 20 GeV) and test beam measurement
at higher momenta (p > 20 GeV). This tuning takes care
of the above-mentioned changes in the detector at least at
low momenta. In the central calorimeter, an uncertainty
about 50% smaller than the initial CDF Run-II estimate is
achieved, which is slightly better than the final Run-I esti-
mate. As a result of having a better CDF detector simula-
tion, the Run-II jet energy scale uncertainties in the non-
central regions have been decreased by up to a factor of 5.

Absolute jet energy scale. The jet energy measured in the
calorimeter needs to be corrected for any non-linearity
and energy loss in the un-instrumented regions of each
calorimeter. Since there are no high statistics calibration
processes at high FEr, this correction is extracted from
Monte Carlo. The simulation of the calorimeter needs to
accurately describe the response to single particles (pions,
protons, neutrons, etc.). The Monte Carlo fragmentation
needs to describe the particle spectra and densities of the
data for all jet Ep. CDF measures the fragmentation and
single particle response in data and tunes the Monte Carlo
to describe it. The correction is obtained mapping the total
Er of the hadron-level jet to the Et of the calorimeter-level
jet. The hadron-level jet consists of particles within a cone
of the same size as and within AR < 0.4 of the calorimeter-
level jet. The main systematic uncertainties on the abso-
lute scale are obtained by propagating the uncertainties on
the single particle response (F/p) and the fragmentation.
Smaller contributions are included from the comparison
of data and Monte Carlo simulation of the calorimeter re-
sponse close to tower boundaries in azimuth, and from the
stability of the calorimeter calibration with time. Figure 49
(left) shows the correction on the absolute jet energy scale
and the corresponding uncertainty as a function of jet-pr.

Relative jet energy scale vs. n. Since the central calorime-
ters are better calibrated and understood, they are used to
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apply a relative scale correction to the forward calorime-
ters. This correction is obtained using PYTHIA [223] and
data di-jet events. The transverse energy of the two jets in
a 2 — 2 process should be equal. This property is used to
scale jets outside the 0.2 < |n| < 0.6 region to jets inside the
region. This region is chosen since it is far away from the
cracks or non-instrumented regions. This results in a cor-
rection as a function of pseudo-rapidity n (Fig. 49 right)
and Er. After corrections, the response of the calorime-
ter is almost flat with respect to the pseudo-rapidity 7.
The selection requirements and fitting procedure are var-
ied and the deviation of the calorimeter response versus 7
from a straight line is taken as a systematic uncertainty.
The difference between data and PYTHIA is already ac-
counted for by the uncertainties from other studies of frag-
mentation and out-of-cone energy, so it does not need to
be included again as a systematic here. Good agreement of
the relative response of the calorimeter between PYTHIA
di-jet production and data is found. Such a good response
is not observed with HERWIG di-jet, the origin of these
discrepancies is under study.

Multiple interactions. The energy from different (multiple)
pp interactions during the same bunch crossing falls in-
side the jet cluster, increasing the energy of the measured
jet. The ‘multiple interactions’ correction subtracts this
contribution on average. The correction is derived from
minimum bias data and is parameterised as a function of
the number of vertices in the event. The systematic uncer-
tainty from this correction is 15%. The sources of uncer-
tainties are the differences observed with different topolo-
gies and the luminosity dependence.

Underlying event. The ‘underlying event’ is defined as the

energy associated with the spectator partons in a hard
collision event. Depending on the details of the particu-

0.1 T
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lar analysis, this energy needs to be subtracted from the
particle-level jet energy. The underlying event energy is
measured from minimum bias data requiring events with
only one vertex. The uncertainty on the underlying event
correction is 30%.

Out-of-cone correction. The ‘Out-of-Cone correction’ cor-
rects the particle-level energy for leakage of radiation out-
side the clustering cone used in the jet definition, taking
the “jet energy” back to the “parent parton energy”. The
energy flow between cones of size 0.4 and 1.3 is measured.
Since the Monte Carlo must describe the jet shape of the
data, the systematic is again taken from the difference be-
tween data and Monte Carlo for different topologies.

Total systematic uncertainties. The total systematic un-
certainties in the central calorimeter (0.2 < |n| < 0.6) are
shown in Fig. 50. For non-central jets, the total uncer-
tainty is obtained by adding in quadrature the relative
(n-dependent) and the central uncertainties. The central
uncertainties (0.2 < |n| < 0.6) are of the same order as in
Run-I. The CDF simulation has greatly improved since
Run-I, therefore in the non-central regions the Run-II un-
certainties are smaller by up to a factor of 4 in some regions.
At low pr, the main contribution is from the out-of-cone un-
certainty, while at high p it is from the absolute jet energy
scale. Reducing the uncertainty at low pt requires a better
understanding of the differences between data and Monte
Carlo in samples like v+ jet (QCD-Compton). A better
CDF simulation and larger statistics to determine the un-
certainties should reduce the uncertainties at high pr.

In D@, the raw energy of a reconstructed jet is given by
the sum of energies deposited in the calorimeter cells asso-
ciated with the jet by the cone algorithm. Several mechan-
isms cause this energy estimate to deviate from the energy
of the initial parton (Fig. 48):
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Fig. 50. Total fractional systematic un-
certainty on the jet energy calibration as
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— Energy offset O: Energy in the clustered cells which is
due to noise, underlying event, multiple parton interac-
tions, energy pile-up from multiple proton interactions
at high instantaneous luminosity and Uranium noise
lead to a global offset of jet energies. O is determined
from energy densities in minimum bias events.

— Calorimeter response R: Jets consist of different par-
ticles (mostly photons, pions, kaons, (anti-)protons and
neutrons), for which the calorimeter response is dif-
ferent. Furthermore, the calorimeter responds slightly
non-linearly to particle energies. R is determined with
~v+jets (‘QCD-Compton’) events requiring transverse
momentum balance. The photon scale is measured in-
dependently from Z — ee events with high precision.

— Showering corrections S: A fraction of the parton en-
ergy is deposited outside of the finite-size jet cone. S is
obtained from jet energy density profiles.

Consequently, the corrected particle energy EZG™ be-

fore interaction with the calorimeter is obtained from the
reconstructed jet energy EIS° as

jet
corr E.YetCO -0
Ejet = J;E xS (48)

Note that EF™ is not the parton energy: the parton may
radiate additional quarks or gluons before hadronisation,
which may or may not end up in the jet cone. The correc-
tion of the jet energy down to the parton-level, for example
for the measurement of the top quark mass, is achieved in
the derivation of transfer functions (see the £+ jets ana-
lyses in Sect. 7.1.2). The jet energy scales for data and
Monte Carlo jets are shown in Fig. 51, along with the cor-
responding uncertainties.

The response measurement is performed for the central
and forward calorimeters individually. In a second itera-
tion, with finer binning in 7, more subtle effects of the jet
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Fig. 52. n-dependent jet energy corrections ASPATA /ASMc

after jet energy scale correction for data and Monte Carlo jets.
The corrections applied to Monte Carlo jets depend on jet Et
as well

energy correction as a function of n are resolved. For the
determination of this correction, the scale is applied to the
jets in a -y + jets sample, and the variable

P —p}

AS =
Py

: (49)

reveals additional structure of the jet energy scale as
a function of the pseudorapidity. These ‘n-dependent cor-
rections’, shown as the data to Monte Carlo scale factor
ASPATA JASMC i Fig. 52, are applied to jets in Monte
Carlo and data separately and are also propagated to the
missing transverse energy.
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3.3.3 Electrons

In CDF, electron candidates are required to have a COT
track with pr > 9 GeV/c that extrapolates to a cluster of
energy with Et > 20 GeV formed by up to three adjacent
towers in pseudorapidity in the central electromagnetic
calorimeter. The electron energy is corrected by less than
5% for the non-uniform response across each calorimeter
tower by using the CES measurement of the shower pos-
ition. The shower position is required to be away from the
calorimeter tower boundaries to ensure high quality dis-
crimination between electrons and charged hadrons. This
fiducial volume for electrons covers 84% of the solid angle
in the central || < 1 region. The selection requirements are
defined below:

— The ratio of hadronic energy in the cluster, F},q, to the
electromagnetic energy in the cluster, Fep,, has to be <
(0.055+0.00045) x E(GeV)

— x2 comparison of the lateral shower profile in the calori-
meter cluster with that measured from test beam elec-
trons, Lgn, < 0.2.

— x? comparison of the CES shower profiles with those of
test beam electrons in the z view, thrip <10.0.

— Distance between the position of the extrapolated track
and the CES shower profiles measured in the r — ¢ and
z views, dx and dz. The limits on dx are asymmetric
and signed by the electric charge @ to allow for en-
ergy deposition from bremsstrahlung photons emitted
as the electron or positron passes through the detec-
tor material ([0z] <3cm, Qdz > —3.0,< 1.5 cm). Cen-
tral electrons are matched to a track from the central
outer tracker (COT). For forward electrons (|| > 1.2),
this track association uses a calorimeter-seeded silicon
tracking algorithm.

— Ratio of cluster energy to track momentum E/p < 2.0
or pr > 50 GeV/c.

— Isolation, I, defined as the ratio between any ad-
ditional transverse energy in a cone of radius R =
VA2 4+ A¢? = 0.4 around the cluster and the trans-
verse energy of the cluster, I <0.1 (for ‘tight’ elec-
trons).

— A conversion veto is imposed.

In D@, electrons are identified as narrow clusters in the
electromagnetic portion of the calorimeter system. Such an
EM cluster is defined by one seed tower selected on the ba-
sis of its energy content, and the set of towers within a cone
of radius R = /(An)2+ (A¢)2 = 0.2 around it. An elec-
tron has to satisfy the following criteria:

— fem = ErMm/ Frot > 0.9, i.e. the cluster is required to
have 90% of its total energy in the electromagnetic
layers, while its energy is determined from all calorime-
ter systems.

= fiso = EEOE(REOE';)(}JZ%%gR<O'2) < 0.15, i.e. the electron

has to be isolated. No calorimetric activity in a cone of
radius R = 0.4 is allowed.

— The longitudinal and lateral development of the shower
induced by an electron throughout the layers of the
electromagnetic calorimeter is distinct from the prop-
erties of showers induced by other particles; each can-
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didate is compared with average distributions from the
simulation and test beam measurements and assigned
a x? as a measure of electron compatibility: The x? fit
is based on seven degrees of freedom, and electron can-
didates must fulfil x? < 75 (7 degrees of freedom).

— To further suppress the overwhelming background from
jet production, candidates are matched to a track in
the central tracking system which points to the recon-
structed EM cluster in the calorimeter: |A¢(EM, track)|
< 0.05, |An(EM, track)| < 0.05.

— The major remaining background of photons from 7
decays, overlapping with a track from a nearby charged
particle, is efficiently rejected by an electron likeli-
hood, which is referred to as EM-likelihood. It is based
on eight variables, including calorimeter shower shape
and track isolation variables. Reference distributions
of each variable are obtained from Z — ee data events
for the signal case and from a fake-enriched multi-
jet (EM+jet back-to-back) data sample for the back-
ground case. Electron candidates are required to have
an EM-likelihood of greater than 0.85.

The electron energy resolution and scale are measured in
Z — ee data events. The Monte Carlo simulation is ad-
justed accordingly.

0

3.3.4 Muons

In CDF, muon candidates are required to have a COT
track with pr > 20 GeV/c that extrapolates to a track
segment in the muon chambers. The muon COT track
curvature, and thus the muon transverse momentum, is
corrected in order to remove a small azimuthal depen-
dence from residual detector alignment effects. The selec-
tion requirements used to separate muons from products of
hadrons that interact in the calorimeters and from cosmic
rays are defined below:

— Energy deposition in the electromagnetic and hadronic
calorimeter expected to be characteristic of mini-
mum ionising particles, Fry < max(2,24 0.0115(p —
100)) GeV and Fhaq < max(6,6+ 0.0280(p—100)) GeV.

— Distance between the extrapolated track and the track
segment in the muon chamber, Az <3.0cm (CMU),
<5.0cm (CMP), <6.0 cm (CMX). A track matched to
a segment in the CMU muon chambers is required to
have a matched track segment in the CMP chambers as
well, and vice versa.

— Cosmic ray muons that pass through the detector close
to the beam-line may be reconstructed as a pair of
charged particles. The timing capabilities of the COT
are used to reject events where one of the tracks from
a charged particle appears to travel toward instead of
away from the centre of the detector.

— Isolation, I, defined as the ratio between any additional
transverse energy in a cone of radius R = 0.4 around the
track direction and the muon transverse momentum,
1<0.1.

In D@, muons are identified in the muon chambers by
matching segments on either side of the toroid. The follow-
ing criteria are required:
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at least two wire hits in the A layer

— at least one scintillator hit in the A layer

at least two wire hits in the B or C layers

— at least one scintillator hit in the B or C layers (except
for central muons with less than four BC wire hits).

A muon signal established according to these criteria is re-
ferred to as a ‘local muon’. Due to the presence of the toroid
magnet, the momentum of the muon can be determined
from the muon detector information alone. However, the
momentum of the muon is measured with significantly bet-
ter precision with the tracking detectors, if the local muon
can be matched to its corresponding track. Consequently,
only muons which can be matched to a central track are
considered. The local muon track is extrapolated back to
the point of closest approach to the beam and its param-
eters are compared to nearby charged particle tracks. The
local momentum measurement in the muon chambers is
disregarded entirely in favour of the tracking information.
The central track matched to the muon is required to fulfil
the following additional quality criteria:

~ X2../NDF < 4 for the track fit

— separation from the primary vertex along the beam axis
Az(p,PV) <lcm

— dca significance dca/o(dca) < 3, to reject muons from
semi-leptonic heavy flavour decays.

The momentum resolution degrades significantly for tracks
without hits in the high precision silicon tracking detec-
tors. As the above dca significance cut relates the muon to
the hard scatter interaction in the event, some of the reso-
lution can be recovered by constraining the muon track to
the primary vertex. Track parameters are refit accordingly
for muon tracks without SMT hits. The muon momentum
scale and resolution is measured in Z — puu data events.
The Monte Carlo simulation is adjusted accordingly.

Muons from leptonic W decays are expected to be iso-
lated from jets and thus any nearby calorimeter or tracking
activity. The main source of misidentified W — uv decays
are muons originating from semi-leptonic heavy flavour
decays: if the hadronic signature of the b-quark is not
reconstructed as a calorimeter jet, the muon appears to
be isolated by mistake. In addition, these muons tend to
have lower transverse momentum p/. than the ones in W
decay. Consequently, the following two variables are de-
fined to discriminate between isolated and non-isolated
muons:

- Ratll = Halo(0.1,0.4)/p/, where Halo(0.1,0.4) is
the Er sum of calorimeter clusters in a hollow cone
around the muon direction ranging from AR = 0.1
to 0.4. Only the clusters in the electromagnetic and
fine hadronic calorimeter layers are considered, where
coarse hadronic signals are excluded due to their high
noise level. Only muons with Ratll < 0.08 are ac-
cepted.

— Rattrk = TrkCone(0.5) /p., where TrkCone(0.5) is the
prt sum of all tracks within a cone of radius AR = 0.5
around the muon direction. The track matched to the
muon itself is excluded from the sum. Only muon with
Rattrk < 0.06 are accepted.
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3.3.5 7 leptons

In Run-II of the TEVATRON, tau leptons play an im-
portant role in electroweak measurements, studies of top
quark properties and, in particular, in searches for new
phenomena involving the third fermion generation (Higgs
and supersymmetry). Tau reconstruction (and triggering)
at hadron colliders remains a notoriously difficult task in
terms of distinguishing interesting events from background
dominated by multi-jet production with its enormous cross
section.

In CDF, tau candidates are reconstructed by matching
narrow calorimeter clusters with tracks. The calorimeter
cluster is required to have Et of the seed tower above
6 GeV. All adjacent towers with transverse energy above
1 GeV are included in the cluster. The sum of transverse
energies of the towers is used as the transverse energy of
the tau candidate, ES?!. Only clusters consisting of 6 or less
towers are used for tau reconstruction.

Reconstructed tracks that point to the calorimeter clus-
ter are associated with the tau candidate. The highest pr
track associated with the tau is called the seed track and
defines the axes of the signal and isolation cones. The signal
cone is defined as a cone with opening angle o around the
seed track, taking into account collimation of hadronic tau
jets with increasing energy, providing high signal efficiency.

Tau decay modes are often classified by the number
of prongs. At CDF, prongs are defined as tracks inside
the signal cone of a tau candidate with transverse mo-
mentum pp > 1 GeV/c. Tracks are required to pass certain
quality requirements, and to have a z-vertex compati-
ble with the one of the seed track: |z§™ — 25°°d| < 5 cm.
Next, the 7° information is added. Clusters in the CES
chambers are called a 7° candidate if no COT track of
pr > 1 GeV/c is found nearby. Similar to the track case,
also for the 7°’s a cone of size a0 around the seed track
is defined and all 7° candidates inside the cone with
Er > 1GeV are associated with the tau candidate. The
momentum of the tau is defined as the sum of massless
four-vectors of all tracks and 7%’s associated with the tau
candidate: p” =} rg q,., ptrk 4 EA@<047T0 p”o. Several
variables useful for discriminating between real taus and
background fakes are defined using track and 7° infor-
mation. The visible mass of a tau candidate, m/ 705 is
defined as the invariant mass of the tau momentum four-
vector p”. The track mass of a tau candidate, m{,, is
defined as the invariant mass of the track-only part of
the tau momentum four-vector, p”. The charge of a tau
candidate is defined as a sum of charges of the prongs
associated with it: Q7 =", . Q. For discriminat-
ing hadronic taus from electrons, a useful variable £ is
defined as ¢ = ERad />~ pik, where ER2d is the trans-
verse energy of the tau candidate calculated using only
hadronic deposition in the calorimeter. For electrons, the
& value is typically small, allowing substantial suppres-
sion of electron background. Furthermore, two kinds of
track isolation variables are defined: (i) The scalar sum
of the momenta of all tracks inside a cone of 30° around
the seed track but outside the signal cone in 3D space:
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number of isolated tracks with pr > 1 GeV/c. In a simi-
lar way, the tau candidate 7¥ isolation is defined as I ﬁ)@ =

e 0 <AO<30° p%o. Analogously to the track case, also N .o

is defined as the number of 7° candidates in the isolation
cone.

Based on these variables, a W — 7v + jets data sam-
ple is selected in 58 pb~!. Figure 53 shows the distri-
bution of the number of tracks associated with taus
(left) and the distribution of the tau pr (right) together
with the signal simulation and electron background es-
timates, clearly demonstrating the strong enhancement
in7’s.

Also D@ has worked out an equivalent 7 lepton identi-
fication in Run-II, combining variables on track and calo-
rimeter showers as well as isolation variables using an ar-
tificial neural network. As no results on top quark physics
with 7 leptons has been released yet, the 7 identification in
DO is not described here. More details on the DO 7 identi-
fication can be found in [292].

3.3.6 Neutrinos

Neutrinos do not interact with any of the detector systems
and can only be identified indirectly by the imbalance of
the event in the transverse plane.

In CDF, the missing transverse energy, B, is defined as
the magnitude of the vector

- Z(ET,i cos ¢, B isin¢;) , (50)

where E'r ; is the transverse energy, calculated with respect
to the z vertex in the event, in calorimeter tower ¢ with azi-
muthal angle ¢;. In the presence of any muon candidates,
the Et vector is recalculated by subtracting the transverse
momentum of the muon COT track and adding back in the
small amounts of transverse energy in the calorimeter tow-
ers traversed by the muon. For all jets with Er > 8 GeV
and || < 2.5, the B vector is adjusted for the effect of the
jet corrections as well as for electron and photon energy
corrections.
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Fig. 53. Left: The distribu-
tion of the number of tracks
associated with taus in the
W — 7v dominated data sam-
ple and Monte Carlo + elec-
tron background. Right: The
distribution of the tau pr in
a W — 7v dominated data
sample and Monte Carlo +
electron background

In D@, the transverse energy imbalance is recon-
structed from the vector sum of all calorimeter cells which
pass the T42 algorithm. Cells in the coarse hadronic system
receive special treatment due to their high level of noise:
they are only considered if clustered into a reconstructed
jet. The momentum vector that balances this vector sum
in the transverse plane is denoted the missing energy vec-
tor, and its magnitude is the raw missing transverse energy,
5. The calorimeter response is different for electromag-
netic particles and jets, and the respective corrections are
propagated to the Fr vector according to the presence of
such objects resulting in E%AL. If a muon is present in the
event, it will only deposit a small fraction of its energy in
the calorimeter, and the Bt vector is corrected accordingly.
The expected muon energy deposition in the calorimeter is
hereby taken from GEANT lookup tables, the muon pr is
measured in the tracking detectors. After all corrections,
the magnitude of the missing transverse energy vector rep-
resents the quantity Kt referred to throughout the rest of
this review.

3.3.7 b-Tagging

Reconstructed and identified jets can be classified further
according to the flavour, where light flavour jets originate
from the hadronisation of a u-, d-, s-quark or a gluon, and
heavy flavour jets originate from a c¢- or a b-quark. At least
two techniques can be used to distinguish a heavy flavour
jet from a light flavour jet:

— soft lepton tagging (SLT) the presence of a soft elec-
tron or muon within the jet cone indicates a semilep-
tonic b or ¢ hadron decay with a branching ratio of
typically ~ 10% per lepton.

— Lifetime tagging identifying charged tracks which are
significantly displaced from the primary vertex due to
the finite lifetime of the b or ¢ hadron decay.

CDF uses both, secondary vertex and soft-lepton tag-
ging algorithms in their top quark physics analysis, which
are briefly described in turn.

The CDF SecVix algorithm relies on the displacement
of secondary vertices relative to the primary vertex to iden-
tify b hadron decays. The Run-II algorithm is essentially
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Fig. 54. Top: CDF efficiency to tag jets in ¢t Monte Carlo (scaled to the data efficiency) with matched b quarks for the ‘tight’
and the ‘loose’ tune of the SecVtx algorithm as a function of the jet Et (left) and the jet n (right). Bottom: Mistag rate for jets
resulting from light quark fragmentation as a function of the jet E1 (left) and the jet n (right)

unchanged from Run-I [293], but the track selection cuts
are retuned for the CDF II detector. The primary vertex
is determined on event-by-event basis either as the vertex
nearest the high-momentum lepton, or in the control data
samples it is refitted from high quality, low impact parame-
ter tracks associated with the vertex of highest total scalar
sum of transverse track momentum. The transverse beam
profile of 30 um at z = 0, rising to ~ 50-60 um at |z| =
40 cm is used as a constraint in the fit. The resulting trans-
verse vertex position uncertainty ranges from 10-32 ym
depending on the number of reconstructed tracks and the
topology of the event.

The secondary vertex tag, evaluated on a per-jet basis,
considers tracks within the jet cone and requires a mini-
mum track pr, number of silicon hits on the tracks, quality
of those hits, and a maximum x?/ndf for the final track fit
to reject poorly reconstructed tracks. A jet is defined “tag-
gable” if it has two good tracks. Displaced tracks in the
jet are selected based on the significance of the impact pa-
rameter with respect to the primary vertex and are used as
input to the SecVtx algorithm. SecVtx uses at least three
tracks with pr > 0.5 GeV/c and impact parameter signifi-
cance |do/0q4,| > 2.5 to reconstruct a secondary vertex. If
unsuccessful, it performs a second pass with tighter track
requirements (pr > 1 GeV and |dy/0q,| > 3) to reconstruct
a two-track vertex. To reduce the background from false
secondary vertices (mistags), a good secondary vertex is re-

quired to have a decay length significance Lap/ OLop >3
(positive tag) or Lop /o, < —3 (negative tag), where the
decay length o, , the total estimated uncertainty on Lop
including the error on the primary vertex, is estimated to
be typically 190 um. The negative tags are useful for calcu-
lating the false positive tag rate.

Figure 54 (top) shows the efficiency to tag jets in top
quark Monte Carlo samples which have been matched to
b-quarks, using both the “tight” and “loose” tunes of the
SecVtx tagger. The efficiency is obtained by multiply-
ing the tag rate for such jets in the Monte Carlo by the
data/MC scale factors of 0.909 £ 0.06 for the tight tagger
and 0.927 4+ 0.066 for the loose tagger. The bands represent
the systematic error on the data/MC scale factors. The de-
crease in efficiency at high jet Et is due to the declining
yield of good silicon tracks passing the quality cuts. Fig-
ure 54 (bottom) shows the mistag rate for jets resulting
from light quark fragmentation. These have been measured
from inclusive jet data. Some of the CDF top quark physics
analyses presented in this review use an older version of the
SecVtx algorithm with slightly lower tagging efficiency and
slightly higher mistag rates.

The Jet Probability — JP is an alternative lifetime
b-tagger, used to determine whether a jet has been pro-
duced from the hadronisation process of a light or a heavy
quark. The algorithm makes use of the information of
tracks that are associated to a jet to determine the proba-
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bility for this ensemble of tracks to be consistent with com-
ing from the primary vertex of the interaction. In particu-
lar, the track impact parameters and their uncertainties
are used. The impact parameter of a track is assigned with
a positive or negative sign depending on the position of
the track’s point of closest approach to the primary vertex
with respect to the jet axis. The probability distribution
of a set of tracks originating from the primary vertex is by
construction uniformly distributed between 0 and 1. For
a jet coming from heavy flavour hadronisation, the distri-
bution peaks at 0, due to tracks from long lived particles
that have a large impact parameter with respect to the pri-
mary vertex. Particles in a jet coming from a light quark
should originate from the primary vertex. Due to the finite
tracking resolution, these tracks are reconstructed with
a non-zero impact parameter and have equal probability to
be either positive or negative signed. The width of the im-
pact parameter distribution from these tracks is solely due
to the tracking detector resolution and multiple scatter-
ing effects. The tracking resolution can be extracted from
the data by fitting the negative side of the signed impact
parameter distribution. The efficiency of the algorithm is
measured in inclusive electron data and matching Monte
Carlo samples using a double-tag method (equivalent to
the procedure in SecVtr Vertex b-tag). The efficiency, av-
eraged over the jet Er, to tag a heavy flavour jet with
Et > 10GeV is found to be 0.197+0.012 for a jet proba-
bility cut of 0.01, where the uncertainty includes statistical
and systematic errors. The resulting relative difference in
the jet tagging efficiency between data and Monte Carlo
(scale factor) is 0.787 4 0.105 for the same jet probability
cut. The scale factor for charm tagging is not determined,
but assumed to be identical to that for b-tagging with an
additional uncertainty of 20%.

The CDF soft lepton tagging — SLT algorithm relies
on the identification of muons within jets originating from
semileptonic b-decay. Muon identification at CDF pro-
ceeds by extrapolating tracks found in the central tracker,
through the calorimeter to the muon chambers, and match-
ing them to track segments reconstructed in the muon
chambers. In order to retain sensitivity for muons em-
bedded in jets, the muon SLT algorithm makes full usage
of the muon-track matching information without any re-
quirement on the calorimeter information, while the stan-
dard muon identification requires a muon candidate to
be consistent with minimum ionising energy deposits in
the calorimeter. High-quality tracks with impact parame-
ter less than 3 mm, z-vertex origin within 60 cm from the
centre of the detector and extrapolation within 3o (pr)
in z-direction outside the muon chambers are considered
as a possible muon-tag candidate. Furthermore, candidate
muons are selected with the SLT algorithm by construct-
ing a quantity L, based on a comparison of the measured
track-muon matching variables (in z, z, and ¢) with their
expectations. To construct L, the sum @, of the individual
x? variables

Q=

(2

(51)

= (fﬂi—ui)z
~ o

1
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is formed, where u; and o; are the expected mean and
width of the distribution of the matching variable x;. The
sum is taken over n selected variables, described below. L
is then constructed by normalising @ according to

_@-n
Vvar(Q)

where the variance var(Q) is calculated using the full co-
variance matrix for the selected variables. The normalisa-
tion is chosen to make L independent of the number of
variables n. For sufficiently large n, the distribution of L
tends to a Gaussian centred at zero with unitary width.
The correlation coefficients between each pair of variables
are measured from J/¢ — pp data. The selected variables
are the full set of matching variables, z, z, ¢. Depending
on the detector region of the muon candidate, between two
and five variables might be used as measured by the avail-
able muon chambers. All available matching variables are
used in the calculation of L for a given muon candidate.
By placing an appropriate cut on L, background is prefer-
entially rejected because hadrons have broader matching
distributions than muons since the track segments in the
muon chambers from hadrons are generally a result of leak-
age of the hadronic shower. The width of the matching
distributions depend on pt due to multiple scattering and
are measured from muon in J/1v decays at low pp and W
and Z-boson decays at high pr.

The SLT tagging algorithm is applied to jets with at
least one “taggable” track. A taggable track is defined as
any track, distinct from the primary lepton, passing the
track quality requirements, with pt > 3 GeV, within AR <
0.6 of a jet axis and pointing to the muon chambers to
within a 30 multiple scattering window. The z-coordinate
of the track at the origin must be within 5 cm of the event
vertex. Jets are considered “SLT tagged” if they contain
a taggable track, which is also attached to a track segment
in the muon chambers and the resulting muon candidate
has |L| < 3.5. Events are rejected if the primary lepton is
of the opposite charge to a SLT muon tag and the invariant
mass of the pair is less than 5 GeV /c? (J /4 veto), or if the
primary lepton is a muon that together with an oppositely-
charged SLT muon tag forms an invariant mass between 8
and 11 GeV /c? (T veto) or between 70 and 110 GeV /c? (Z
veto). Those vetoes reduce the ¢t acceptance by less than
1%. The SLT tagging efficiency is measured in J/¢ and
Z data as a combination of the track reconstruction effi-
ciency, the efficiency to reconstruct segments in the muon
chambers and the muon identification efficiency. The re-
sulting SLT tagging efficiency is parameterised as a func-
tion of track pr and 7, as shown in Fig. 55, and applied to
muons in the ¢£ Monte Carlo.

At present, D@ only employs lifetime tagging algo-
rithms in top quark physics analyses. The soft lepton tag-
ging algorithm has been worked out and is being studied in
the context of top quark physics.

D@ uses a secondary vertex tagging — SVT algorithm to
identify b-quark jets. Secondary vertices are reconstructed
from two or more tracks satisfying the following require-
ments: pr > 1 GeV, > 1 hits in the SMT layers and impact

(52)
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Fig. 55. The SLT efficiency for |n,| < 0.6 (left) and |nu| > 0.6
(right) as a function of pf}, measured from J/¢ and Z data for
|L| < 3.5. The dotted lines are the +1o statistical uncertainty
on the fit which is used in the evaluation of the systematic
uncertainty

parameter significance dca/o e > 3.5. Only those jets are
considered taggable. The b-tagging efficiency is given with
respect to taggable jets. Tracks identified as arising from
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KY or A decays or from v conversions are not considered.
If the secondary vertex reconstructed within a jet has a de-
cay length significance L,/ 0Ly, > 7, the jet is tagged as
a b-quark jet. Events with exactly 1 (> 2) tagged jets are
referred to as single-tag (double-tag) events.

Secondary vertices with L, /or,, < —T7 appear due to
finite resolution of their characteristics after reconstruc-
tion, and define the “negative tagging rate”. The nega-
tive tagging rate is used to estimate the probability for
misidentifying a light flavour (u, d, s quark or gluon) jet as
a b-quark jets (the “mis-tagging rate”).

Both the b-tagging efficiency and the mis-tagging rate
are estimated using jets with > 2 tracks satisfying less
stringent requirements than those for SVT. In particu-
lar, the pr cut is reduced from 1 GeV to 0.5 GeV for all
but the highest pr track, and no cut on deca/ogeq of the
track is made. These requirements have an efficiency per
jet > 80% for pr > 30 GeV and integrated over the rapid-
ity y. The b-tagging efficiency is measured in a data sample
of dijet events with enhanced heavy flavour content by re-
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Fig. 56. DO b-tagging efficiency in tf events (top) and the mis-tagging rate for Wjjjj events (bottom) for taggable jets as
a function of p (left) and n (right) for three different operating points of the SVT algorithm (loose, medium, and tight)
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Fig. 57. DO JLIP b-tagging efficiency in electron-+jets data as a function of jet Er (at n=0.5) and jet n (at Ep = 60 GeV) for the
Loose and Tight probability cuts. These curves include the taggability efficiency. The first row corresponds to the b-jets tagging
efficiency and the second row to the light jet mistag rate. The dashed curves correspond to the total +1o systematic error band

quiring a jet with an associated muon at high transverse
momentum relative to the jet axis. By comparing the SVT
and muon-tagged jet samples, the tagging efficiency for
semileptonic b-quark decays (“semileptonic b-tagging effi-
ciency”) can be inferred. Using Monte Carlo (MC) simu-
lation, the measured efficiency is corrected further to the
tagging efficiency for inclusive b-quark decays. A similar
procedure is used to estimate the c-tagging efficiency.

Figure 56 shows the b-tagging efficiency in tf events
(top) and the mis-tagging rate for Wjjjj events (bottom)
for taggable jets as a function of pr (left) and 7 (right)
for three different operating points of the SVT algorithm
(loose, medium, and tight). The D@ analyses on top quark
physics use the tight SVT tagging algorithm.

The D@ jet lifetime probability tagging algorithm -
JLIP [294] uses the signed impact parameter of tracks
(representing the distance of closest approach of a track
with respect to the primary vertex) within a jet to com-
pute a probability for the jet to originate from the pri-

mary vertex; heavy quark jets are expected to have low
values for the JLIP probability. Jets are tagged if their
JLIP probability is smaller than a given cut. The prob-
ability distribution is expected to be flat for light quark
jets and therefore the cut value gives approximately the
mistag rate. In top quark analysis, two different cut values
on the JLIP probability are used: Tight (Pypip < 0.3%)
and loose (Pyr1p < 1.0%). Efficiencies (including taggabil-
ity) for each probability cut are shown in Fig. 57.

4 Measurement of the tt production cross
section at the tevatron

4.1 Introduction

The pp — tt production cross section is measured in all
possible top quark decay modes, namely the di-lepton, the
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lepton + jets, and the all-jets channel (see Sect. 2). While
generally ‘lepton’ here refers to electron and muon, also
first analyses with identified 7-leptons in the final state
are being performed. The cross section measurements can
be categorised further according to their analysis tech-
nique, using topological or kinematic event characteristics
for signal and background separation, exploiting multivari-
ate techniques or being simple counting experiments, or
using b-tagging on event- or on jet-basis. For the latter,
several algorithms are available, looking for semileptonic
decays of b-hadrons or reconstructing 3-dimensional sec-
ondary decay vertices or impact parameters. The count-
ing experiments tend to be slightly less sensitive than the
multivariate techniques. The latter, however, rely more
on the assumption that ¢ production has only Standard
Model contributions and on the modelling of these pro-
cesses in Monte Carlo programs. The level of assumptions
and systematic uncertainties varies between the different
approaches, allowing to test the assumptions. In each chan-
nel, the ¢t production cross section is measured by

N-B 53
Pt AB(t .. ) [ L (53)
where N is the number of observed events, B is the es-
timated background contamination (based on data and
Monte Carlo data), € is the total selection efficiency for ¢
events assuming the Standard Model production mechan-
isms and assuming the measured world average of the top
quark mass. A is the geometrical acceptance of the detec-
tor for ¢t events, B(t — ... ) the top decay branching ratio
for the considered decay channel, and [ £ the integrated
luminosity of the data set.

CDF and D@ use the fixed order (LO) matrix element
event generation PYTHIA or ALPGEN, and PYTHIA for
the showering in the Monte Carlo event generation for the
tt signal as well as for the vector boson+jets background
processes. For systematic studies, CDF also uses HERWIG
for the fragmentation step in the event simulation. In order
to minimise the dependence on the Monte Carlo simula-
tion, which can have rather large systematic uncertainties
due to substantial normalisation and shape dependence of
the LO factorisation scale, data is used wherever possible
to quantify detector resolutions, reconstruction efficiencies
or fake rates. Scale factors are determined from the com-
parison of data to Monte Carlo simulation for reference
processes, of which the production of a Z-boson, possibly
in association with jets, and a subsequent leptonic decay
Z — {0 is a very popular one as the lepton n and pr spec-
tra are similar to those in top quark events. In b-tagging
analyses the kinematic distributions of the b-jets cannot be
simulated in the LO Monte Carlo as precisely as for the in-
clusive jets due to the sensitivity to the factorisation scale
(here the quark mass and the jet pr set multiple scales).
Nevertheless, the flavour decomposition (flavour fractions)
of the jets in vector boson+ jets events can be reliably
calculated in ALPGEN and are therefore used in the b-
tagging analyses. Background from QCD multijet produc-
tion with fake identification of missing transverse energy,
misidentified isolated high-pr leptons or jets cannot be well
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modelled in Monte Carlo and is more reliably estimated
from data control samples.

Variations in my., mainly change the lepton and jet pr
distributions and therefore the event selection efficiency.
In multivariate techniques the my,, dependence can also
change the overall cross section measurement through
changes of kinematic reference distributions, or the level
of correlations of kinematic variables. Those effects are
studied and quantified separately, so that the cross section
measurements can always be translated to the latest world
average top quark mass value. In the case of multivariate
analyses, N and B are determined from histogram shapes
for signal and the background contributions, as obtained
in Monte Carlo or control data samples, which are fit with
floating normalisation to the respective distribution in
data. In order to be able to combine ¢t cross section meas-
urements easily, some measurements in different channels
are designed to be orthogonal by vetoing events with the
topology of the other channels. Those measurements can
then be combined as truly independent measurements.
Cross section combination of partially correlated meas-
urements, for example in the lepton + jets channel using
kinematic characteristics or using b-tagging, are more dif-
ficult due to the strong correlation of the results and are
under study. The first combined results using this approach
are available from CDF. The branching ratio calculations
include all topologies and decays yielding the considered
event final state. For example, the p + jets channel also in-
cludes a tt contribution from tt — 7v, + jets with 7 — uvi.
In order to improve the sensitivity to the 7 channel, for
example in its one-prong hadronic decay mode, topologies
with lepton + isolated track are also being performed.

The measurement of the ¢t production cross section is of
high relevance for our understanding of top quark physics
and serves several purposes:

— Asdescribed in Sect. 2.1, the Standard Model top quark
pair production is a strong production mechanism,
dominated at lowest order by the annihilation of glu-
ons or quarks via an s- or t-channel gluon exchange.
The comparison of the measured ¢t production cross
section with the theory calculations is a test of mul-
tiscale QCD (myop and jet pr). The uncertainty of
<15% [113,114,116,117] of those calculations, includ-
ing higher order corrections and sophisticated resum-
mation techniques, will soon be met or surpassed by the
experimental measurements at the TEVATRON.

— The top quark is the most massive of nature’s building
blocks yet discovered. Because new physics associated
with electroweak symmetry breaking will likely couple
to an elementary particle in proportion to its mass, it is
important to measure the top quark couplings as accu-
rately as possible. In the strong interaction sector, the
couplings are reflected in the ¢t production cross section
in hadron collisions.

— A significant deviation from the Standard Model pre-
diction would be an indication of new physics. Such an
observation could be the result of additional production
mechanisms, for example via an intermediate heavy res-
onance decaying into ¢t pairs [136-138], a Higgs boson
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decaying to tt [139], new top quark decay mechanisms,
for example into supersymmetric particles [295, 296] or
into a charged Higgs boson [297], a similar final state
signature from a top-like particle [298-301], or non-
Standard Model contributions in the background con-
tribution. Those scenarios could lead to a measured tt
production cross section apparently dependent on the
tt final state. It is therefore necessary to precisely meas-
ure oy7 in all decay channels and compare it with the
Standard Model prediction.

— The tt production cross section measurements are the
analyses, in which resolutions, detection efficiencies and
background contamination from various sources are
studied and quantified. They establish the top quark
signal and provide the data samples and background es-
timates used in the top properties analyses. Experimen-
tally, the ¢ cross section measurements are the basis of
all top quark analyses.

In the following, the different tf cross section measure-
ments by CDF and D@ are described and a summary is
given at the end of this section.

4.2 CDF analyses
4.2.1 Dilepton channel analyses

Dilepton and lepton + track analysis. Using a data sample
of 197+ 12pb~!, CDF performs a measurement of the ¢
production cross section in Run-II using dilepton events
with jets and missing transverse energy [302]. Two com-
plementary analyses are carried out. In one analysis, both
leptons are explicitly identified as either electron or muon
(DIL analysis). In the other analysis, one lepton is ex-
plicitly identified as electron or muon, the other lepton is
reconstructed as a high-pr, isolated track (LTRK analy-
sis). In the latter case, the lepton detection efficiency is
significantly increased at the expense of a somewhat larger
background expectation. Furthermore, the LTRK analysis
also has an increased acceptance for single prong hadronic
decays of the 7 lepton from W — Tv, yielding 20% of its ac-
ceptance from taus, compared to 12% for the DIL analysis.

The bl v,bl' Uy events are characterised by two high-pr
leptons, missing transverse energy (Er) from the unde-
tected neutrinos, and two jets from the hadronisation of
b-quarks. CDF triggers on the dilepton events by requir-
ing a central electron or muon with Ep > 18 GeV, or an
end plug electron candidate with Ep > 20 GeV in an event
with Z1 > 15 GeV. Offline two oppositely charged leptons
with E1 > 20 GeV are required. Both analyses require one
lepton to satisfy tight selection criteria; the other lepton
is identified as a ‘loose’ lepton. The DIL analysis requires
the loose lepton to be an electron or muon as in the tight
case but dropping the isolation requirement and the muon
identification requirements are relaxed. The LTRK analy-
sis defines a loose lepton as a well-measured, isolated track
with pr > 20 GeV /c in the range |n| < 1 where the isolation
requirement is now the tracking analogue of the calorimet-
ric isolation employed for tight leptons. Candidate events
must have It > 25 GeV. To reduce the occurrence of false
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It due to mismeasured jets or leptons, both analyses re-
quire in events with ZT < 50 GeV that the F vector points
away from any jet and impose a minimum distance from
the leptons. The LTRK analysis corrects the Kt for all
loose leptons whenever the associated calorimeter Et is
< 70% of the track pr.

After removal of cosmic-ray muons and photon-con-
version electrons, the dominant backgrounds to dilepton
tt events are Drell-Yan (qq — Z/y* — £*t£~) production,
“fake” leptons in W — fv 4 jets events where a jet is falsely
reconstructed as a charged lepton candidate, and diboson
(WW, WZ, and ZZ) production. Drell-Yan events typ-
ically have small . The LTRK analysis tightens the Fr
cut to Zt > 40 GeV for events with dilepton invariant mass
within 15 GeV/c? of the Z-boson mass. The DIL analy-
sis imposes a cut on the ratio of Zt to the sum of the
jet Er’s projected along the Kt vector. The remaining
Drell-Yan background is estimated from a comparison of
a PYTHIA [223] simulation of that process and data. Se-
lecting Drell-Yan candidates in the dilepton mass range
76-106 GeV /c? the number of events passing the nominal
and Drell-Yan specific cuts is counted. After subtraction of
expected non-Drell-Yan contributions, these two numbers
provide the normalisation for the distribution of expected
contributions inside and outside the Z-boson mass win-
dow. The fake lepton contribution is estimated by applying
a fake lepton rate to a data sample of W — v + jets. This
fake rate is determined from a multijet data sample, trig-
gered by at least one jet with Et > 50 GeV, where sources
of real leptons such as W- or Z-decay are removed. The
fake rate prediction is tested by applying the fake lepton
rate to different samples of varying physics content sample.
The fake rate is also tested on the like-sign dilepton sam-
ple, which is dominated by W + jets with one fake lepton.
In all cases, good agreement is found, yielding confidence
in this background estimate. The diboson backgrounds are
modelled using PYTHIA [223] and ALPGEN + HERWIG
Monte Carlo [224,226,227], normalised to the theoretical
total cross section: 13.3 pb for WW, 4.0 pb for WZ, and
1.5pb for ZZ [247]. The normalisation uncertainties are
determined using different Monte Carlo calculations for
the same process. The acceptance for the ¢t production
is obtained from PYTHIA [223] Monte Carlo calculation
assuming mop = 175 GeV/c?. The CTEQS5L [94] parton
distribution is used to model the momentum distribution
of initial-state partons.

The predicted and observed numbers of oppositely
charged dilepton events versus jet multiplicity are given
in Table 9. The good agreement between data and back-
ground estimate in the background-dominated control re-
gion with Njc¢ =0 and Njc =1 establishes confidence in
the background estimate. The ¢t production cross section
is measured in events with 2 or more jets. The DIL analy-
sis additionally requires Hr, the scalar sum of the lepton
pr, jet Er and Bt to be > 200 GeV in order to enhance the
signal sensitivity further. Expected signal-to-background
ratios of 3.1 for the DIL analysis and 1.7 for the LTRK
analysis are found.

The systematic uncertainties, listed in Table 10, include
uncertainties on the acceptance and efficiency for the sig-
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Table 9. Expected background and tf contributions (mgop = 175 GeéV /c?, o = 6.7 pb) compared to the observed

number of events in data

LTRK
-Njet:() ]Vjet:]- -Njet22
Diboson 21.8+ 5.2 6.3+1.5 1.240.3
Drell-Yan 26.5+ 9.8 16.44+6.0 42+1.6
Fakes 16.5+ 2.4 5.0£1.0 1.54+0.5
Total Bgd 64.8+11.3 27.7+6.3 6.9+1.7
Expected tt 0.3+ 0.2 3.4+0.6 11.5+1.5
Total 65.1+11.3 31.1£6.3 18.4+2.3
Observed 73 26 19
Table 10. Summary of systematic uncertainties
Signal and background uncertainties LTRK DIL
Lepton (track) ID 5% (6%) 5%
Jet energy scale — signal 6% 5%
Jet energy scale — background 10%  18%—29%
Initial/final state radiation ™% 2%
Parton distribution functions 6% 6%
Monte Carlo generators 5% 6%
WW,WZ, ZZ diboson estimate 20% 20%
Drell-Yan estimate 30% 51%
Fake estimate 12% 41%

nal and on the background normalisation. The dominant
uncertainty for the signal is the jet energy scale. The back-
ground uncertainties are dominated by the limited statis-
tics of high F1 Drell-Yan events.

Using Table9, ¢t production cross sections of
8.413211-% + 0.5 pb for the DIL analysis and 7.0737 13 +
0.4 pb for the LTRK analysis are found, where the first two
uncertainties are statistical and systematic and the third
is due to the luminosity determination. These results are
combined by dividing the analyses into three disjoint re-
gions (DIL only, LTRK only, and the overlap). Taking the
correlation of common systematics into account, the max-
imisation of a joint Poisson likelihood yields

oy = 7.07 23 (stat.) 719 (syst.) £ 0.4(lum.) pb.  (54)

Various tests, requiring b-jet identification, changing

the loose and tight lepton Ft and prt cuts, or demand-

DIL
Niet =0 Nigp =1 Niet >2  Hp > 200 GeV
114433 32409 11403 0.7£0.2
44419 29411 13405 0.9+0.5
30412 24410 1.5+0.6 11405
188440  85+1.8 3.94£0.9 2.74£0.7
0.1£00  1.340.2 8.5+1.2 8.2+1.1
189440  98+£19 124416 10.9+£1.4
16 9 14 13

ing two tight leptons all yield consistent results within
uncertainties. Figure 58 shows the distribution of Ht for
the LTRK analysis and its good agreement with the Stan-
dard Model, yielding a Kolmogorov—Smirnov probability
of 75%. Also shown is the Er distribution of the thirteen
events of the DIL analysis (ee: obs. 1, exp. 3.3+0.5; pu:
obs. 3, exp. 2.8 £0.5; eu: obs. 9, exp. 6.8 +0.8), yielding
a Kolmogorov—Smirnov probability of 49%.

Global analysis of high-pr dilepton sample. In a more
global approach, using 184 pb~! of data, CDF measures
simultaneously the cross section for tt, WW and Z —
77 [303] in a high-pr dilepton sample. This method studies
the shape of the 2-dimensional distributions in the [Z1-Njet
plane for the main Standard Model contribution processes,
namely tf, WW, and Z — 77, and fits them to the corres-
ponding data distribution with floating normalisation. As
all events are taken into account in the fit, this approach
provides significant statistical gain over more traditional
measurements, where strict selection criteria are imposed
in order to reduce the background contamination in the
sample.

The events are required to have two high-pt oppositely
charged leptons (electrons or muons) isolated from other
activity in the event in terms of track and calorimeter isola-
tion. Also cosmic-ray and conversion vetoes are applied. As
Drell-Yan events, which present the dominant background
in the ee and pp channel, have no real missing transverse
energy, in those two channels an additional cut on K sig-

nificance of Efrig = > 2.0 v/GeV, where the scalar

o

X Er
sum Y E7 runs over all (raw) calorimeter towers, and is
corrected for the pr of the muons. This cut is very effect-
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Table 11. Summary of expected and observed numbers of events in ~ 184 pb_1

ep
“Signal” processes

tt 5.4+0.3
wWw 9.8+0.6
Z =TT 32.1+16
“Background” processes

DY — ee 0.55+0.26
DY — pp 0.05+0.01
w2z 0.384+0.03
z7Z 0.09+0.01
We 0.4740.10
W + fake lepton 4.1+£2.8

Total expected “Signal + Background” event count
53+3

Data
60

ive in reducing the Drell-Yan background while preserving
most of the signal with real Zr. It does, however, reduce
Z — 77 also. Therefore the Z — 77 channel is only fit in
the ey channel, while its normalisation is fixed to the cal-
culated Standard Model cross section for the fits in the ee
and pp channels. The standard CDF reconstruction and
corrections are applied to Fr and jets.

The Standard Model processes are modelled in the fol-
lowing way: WW production is simulated using HERWIG
[226,227], ¢t is simulated using PYTHIA [223] and PYTHIA
with TAUOLA [245] is used to simulate the Z — 77 signal.
Using those Monte Carlo simulations, the acceptances of
the selection criteria including trigger efficiency and lepton
ID scale factors are determined. The backgrounds con-
sidered are Drell-Yan (Z/y — ee,up), WZ,ZZ,bb, W+,
and W + fake lepton, where the fake lepton is a misiden-
tified jet. Since those contributions are much smaller than
the considered signal processes, they are normalised to
the expected Standard Model production cross sections.
The rates for a jet to fake an electron or a muon (‘fake
rates’), are determined in data and applied to the W +
jets data sample. All the backgrounds are determined from
Monte Carlo. Table 11 shows the expected event yield for
signal and background processes and the observed data.
The Monte Carlo processes are normalised to 184 pb~!,
with slight variations between the channels. The errors
include statistical and systematic uncertainties on the
acceptances.

Figure 59 shows the data and all the expected Standard
Model contributions discussed previously, in the Zr-Njet
plane in the example of the ey channel. The tt, WW, and
Z — 77 distributions are normalised to unity for the fit.
All other distributions are added together and normalised
to the theoretical Standard Model cross section. For the ee
and pp channels, also the normalisation of the Z — 77 con-
tribution is fixed to its Standard Model cross section and
not included in the fit due to the reduced event rate re-
sulting from the Z7® cut. As can be seen from Fig. 59, the
distributions of the three signal samples fall into distinc-

ee o 144
2.1+0.1 2.34+0.1 9.8+0.5
3.8£0.2 3.4+£0.2 16.9£1.0
1.5£0.1 1.3£0.1 349+1.7
10.4+2.6 0.0 11.0£2.7

0.0 5.3£1.3 54+1.3

0.80+0.04 0.66 +0.03 1.8+0.1
0.65+0.08 0.60+0.07 1.3+£0.1
0.274+0.07 0.0 0.7£0.1
0.404+0.35 1.2+1.3 5.7£3.0
20+3 15+2 88+5
18 16 94

Fig. 59. The 2-dimensional distributions of the Standard
Model “signal” sources, “background” sources (summed to-
gether) and from 184 pb_1 of data in the [Z1-Njet, plane for the
example of the ey channel

tively different regions of the t-Njet plane, allowing the
effective extraction of the cross sections.

In each bin 7 in the Z1- Nje; plane, the data is compared
to the Standard Model contributions. The corresponding
,/.”' e Hi

— M

Poisson probability is formed in each bin p; el 2
where n; is the number of data events in bin ¢, and p; is the
total expected number of events given by:

wi = alNyg; + BNww,i + YNz—rri + Nother,i - (55)

The overall likelihood, which is maximised with respect to
event numbers «, (3, and -y for the signal processes with the
normalised distributions Ny ;, Nww,i, and Nz, is

EZH/}Z

(56)
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Table 12. Summary of systematic uncertainties on the accept-
ance for each ‘signal’ process. The term ‘acceptance’ here also
includes the selection efficiencies

tt wWw Z =TT
Trigger efficiency 1% 1% 1%
Lepton ID 2% 2% 2%
Track isolation 4% 4% 4%
ET® (ee and pp only) 3% 3% -
Generator syst. 3% 4% 2%
Total 6.2% 2.8% 5.0%
Luminosity 6%

where ¢ runs over all bins in the 2-dimensional Z-Njet
plane. Systematic uncertainties in all the acceptances and
the luminosity are taken into account by multiplying the
likelihood function in (56) by Gaussian constraint terms of
the form

(a-4p)°
252
Gr=e % (57)
where f refers to a given acceptance or luminosity for each
source, Ay is its expected value, 04, is its uncertainty, and
Ay is its value in the fit which is allowed to float. Conse-
quently, in the fit a, 8, and « are actually of the form
af = (TAf,Cf y (58)
with the acceptances and luminosity now ‘free’, but with
Gaussian constrained parameters in the fit. For the case
of the Z — 77 process, a correction factor is calculated
in Monte Carlo, which relates the measured number of
candidate events after cuts to the generated number of
events with the true di-tau mass in the range 66 < M., <
116 GeV/c?. The latter constraint yields approximately
the pp — Z — 77 cross section as opposed to the Z/v* —
77 cross section. Table 12 summarises the systematic un-
certainties on the acceptance for each signal process.

Another important effect of systematic uncertainties is
the possible change in shape of the 2-dimensional Monte
Carlo distributions. These effects include jet energy scale,
jet multiplicities (ISR/FSR), modelling of Er and £},
Monte Carlo generators, and parton distribution functions.
Using pseudo-experiments, the expected effect of the modi-
fied shapes on the fitted cross section are determined.
Table 13 summarises the resulting systematic uncertainties
on the fitted cross sections.

Fitting the data in the - Nje; plane to linear combina-
tions of the signal and background processes according to
the procedure described above, where all but the process to
be measured are normalised to their Standard Model cross
section within Gaussian constraints, yields a ¢t production
cross section of

o = 8.672°5 (stat. +accept.) £ 1.1 (shape syst.) pb.
(59)

Similarly, the other cross section results are: o(WW) =
12.6735+1.3pband o(Z — 77) = 233745 £ 17 pb. Various
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Table 13. Summary of systematic uncertainties on the fitted
cross sections from the - Njet shapes

tt ww Z =TT

Jet Energy el 13% 7.5% 3.5%
Scale & Bt

ee+ pp 12% 13% -
Jet Multiplicity e 8% 2% 3%

ee+ pp 9% 8% -
Generator eu 5% 2% 4%

ee+ pp 5% 3% -
PDF’s el 1% 1% 1%

ee+ 1% 1% -
Total el 16% 8% 6%

ee+ pp 16% 15% -

tests have been performed on the fit, for example only fit-
ting the ey channel, or leaving the normalisation of all
three signal processes floating in the fit. The results are all
consistent with each other, while the chosen procedure for
the extraction of the central cross section values yields the
best precision on the statistical and acceptance errors.

4.2.2 Lepton+ jets channel in kinematic analysis

In the lepton + jets channel, using 194 pb~! of data, CDF
measures the ¢ production cross section using an artifi-
cial neural network technique to discriminate between top
pair production and background processes [304]. This tech-
nique exploits the difference in event kinematics and top-
ology between signal and background, using seven kine-
matical variables. As a cross check the analysis is also per-
formed only using Hr, the scalar sum of the lepton pr,
Er, and the sum of the jet E1’s. No b-tagging information
is used. Therefore this analysis is complementary to the
b-tagging analyses and exhibits different systematic uncer-
tainties. The combination of the result from the neural
network technique and the b-tagging analyses, described
later in this section, significantly reduces the experimental
uncertainty.

The events in the lepton + jets channel pp — tt —
W+W ~bb — £7,qq'bb are characterised by the presence of
an isolated, high-pr lepton (here only referring to electron
or muon), large Ft from the neutrino, and four or more
jets, out of which two are b-jets. Due to a minimum FEr
requirement of 15 GeV on the jets within |n| < 2.0 and de-
tector resolutions or jet identification inefficiencies towards
the lower jet Er, this analysis requires at least three jets,
recovering some acceptance.

The event selection efficiency is determined using t¢
Monte Carlo events, generated with the PYTHIA [223]
program, using the CTEQ 5L [94] parton distribution func-
tions. These raw efliciencies are corrected for several ef-
fects, not sufficiently well-modelled in the simulation: the
lepton trigger efficiency, measured from data; the fraction
of the pp luminous region well-contained in the CDF detec-
tor, measured from data; the difference between the track
reconstruction efficiency measured in data and simulation;



A. Quadt: Top quark physics at hadron colliders

Table 14. The observed number of W — fv candidates in dif-
ferent jet multiplicity regions, compared to the expectation
from PYTHIAtt Monte Carlo

Jet multiplicity Electron Muon Total Expected tt
3 254 147 401 42.3
>4 78 40 118 49.9

and the difference between lepton identification efficien-
cies measured in Z — ¢¢ data and PYTHIA Monte Carlo.
The total acceptance of the event selection for ¢£ is 7.11 &
0.56%, mostly (relative 82%) coming from the lepton + jets
channel (lepton = e, u). This number also includes addi-
tional acceptance in the 74 lepton mode (7%), the 7+
jets mode (6%), and the dilepton mode (5%) is included.
The observed number of events in data and the expected
number of t¢ events in different jet multiplicity regions is
summarised in Table 14.

A variety of non-tt processes can also produce events
that pass the W+ > 3 jets selection. These backgrounds
can be grouped into three categories: production of
a W-boson with associated jets, W +jets; other elec-
troweak processes resulting in at least one high pr lep-
ton and jets; and generic QCD multijets processes. Since
theoretical predictions for their total rate only exist at
leading order and are associated with 50% uncertainty
from the scale dependence, their contributions are esti-
mated from the data itself. Only the shapes of the kine-
matic distributions from the Monte Carlo samples are
used. The W+ > n jets background is modelled using the
W +n parton ALPGEN +HERWIG Monte Carlo [224,
226,227], where the larger jet multiplicities are modelled
by the gluon radiation in the parton shower algorithm
(HERWIG). A factorisation scale of Q% = M3+, pgm
is chosen for the parton distribution functions and for the
evaluation of o, where pr; is the transverse momentum
of the i-th parton. ALPGEN + HERWIG is also used to
model Z-boson and diboson (WW,W Z, ZZ) production
with associated jets. PYTHIA [223] is used to simulate
single top production. The sum of all electroweak back-
ground processes is labelled W +-jets. To estimate the rate
of multi-jet background passing the selection requirements,
assuming there is no correlation between the Ft and the
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isolation of the identified lepton, three control regions are
compared:

— n4: lepton isolation I > 0.2 and Ft < 10 GeV
— np: lepton isolation I < 0.1 and F1 < 10 GeV
— ne: lepton isolation I > 0.2 and Et > 20 GeV.

Correcting those numbers for their expected contamina-
tion from W+-jets and ¢t events, the multijet contami-
nation of the signal region, defined by Fr > 20 GeV and
lepton isolation I < 0.1, is estimated as ng X np/na, re-
sulting in a multijet contamination of &~ 3% for the muons
and 4%—-8% for the electrons. The majority of the QCD
multijet background in the electron sample comes from
unidentified photon conversions, therefore increasing with
jet multiplicity.

This analysis exploits the discrimination available from
kinematic and topological properties to distinguish ¢£ from
background processes. Due to the large mass of the top
quark, top pair production is associated with central, spher-
ical events with large total Er, unlike most of the back-
ground processes. Studying a large number of kinematic
and topological variables, a combination of seven variables,
summarized in Table 15, was found to give the best cross
section precision. As a cross check, the analysis is also per-
formed with only one single discriminant. For that purpose
the total transverse energy in the event, H is chosen, since
it is both one of the observables that provides good discrim-
ination between events containing top decays and events
from background processes, and since it has been commonly
used in other top pair production cross section analyses.
The sum of the jet transverse energies or the transverse en-
ergy of the third most energetic jet have similar statistical
power. From a fit to the Hr distribution in the W+ > 3 jets
sample, a statistical uncertainty in the range 19%-29% for
1o is expected, in the W+ > 4 jets sample it is 25%—48%.
The lower sensitivity is both due to lower statistics — 45% of
the tf events that fail the 4th jet requirement — and reduced
discrimination power — the increased jet activity means that
the W+ > 4 jets events have larger Ht and are therefore
more similar to top pair production.

The seven kinematic variables are combined using
a feed-forward artificial neural network (ANN) with seven
hidden nodes in a single hidden la