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ABSTRACT

A measurement of the top quark mass from dilepton decay @taums presented, using
approximately 360 pb' of data colleced by the D@ experiment at Fermilab. The mass
is measured from a total of 21 candidate dilepton eventsigutie neutrino weighting
scheme. The measured mass is found to be ¥7B)67 (stat.}6.0(syst.) GeV. This result

is in good agreement with the current world average of thejt@rk mass.
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CHAPTER1
INTRODUCTION

The history of particle physics mirrors the history of huntvelopment. Man has always
wondered about what makes up the world around him. From thesity of the earliest
cavemen to the ancient Greeks’ conception of indivisibléigas to ...

Hold it.

All of that is a lie, or at least a myth. The idea that the seémcfiundamental particles
represents something, well, fundamental about mankindoi$ af fantasy, told to make
the progress of science seem like an inexorable march rdthea drunkard’s walk. Until
relatively recently, it has not been evolutionarily adeg#ous for man’s curiosity to extend
much past the search for food, comfortable shelter, and slree quantities that tend to

get sacrificed in the search for fundamental particles (spar€&1.1).

FIGURE 1.1. Owl shift (midnight - 8 AM) at the D@ patrticle physics taatory. Note the
lack of food, comfort, and sex.



16

For all the efforts of earlier scientists, the search ford@amental particles as we know
them today did not begin in earnest until 1897, with the diecy of the electron by J.J.
Thomson. Scientists at Thomson’s laboratory immediatetglded the importance of their
discovery by declaring the electron to be useless and gaisasts to its lack of utility.

The electron has, of course, proven to be far from useless.a Practical level, it
has led to revolutions in computing, communications, anast bf other technologies.
Its discovery also paved the way to further explorationshef sub-atomic world. These
searches led to a host of newly-discovered particles, wibipgrties so outside common
experience that they can only be described as odd (in pasitgtrange (in quantum state),
or, occasionally, even charmirlg.

As these particles were being found, a theoretical framkewas being developed to
categorize each discovery and to explain the behavior ¢f paw particle. Theory and ex-
periment built upon one another, growing ever larger anceradvanced in their search for
the fundamental. Experimental apparatuses have grown diesktop-size bubble cham-
bers to miles-long particle accelerators. Theory has athéifrom quantum theory to the
Standard Model of particle physics.

This thesis describes efforts made to measure the mass diethgest known con-
stituent of the Standard Model, the top quark. The top quaithé most ephemeral of
particles, lasting for only a millionth of a millionth of a fhonth of a millionth of a sec-
ond before decaying away. From one viewpoint, this reptssamegree of uselessness
that would surely have warmed the hearts of Thomson’s aglies. From another view-
point, though, the top quark is of tremendous value. The gntags that may be measured
during its brief existence can confirm the predictions of 8tendard Model, or point to
as-yet-undiscovered physics.

Chapter 2 of this thesis describes the top quark’s placemitie Standard Model, as
well as its uses in probing for new physics. Chapter 3 pra/@e overview of the only

machine currently capable of producing top quarks, the FabnTevatron, and describes

1Hey, don’t blame me + didn’t come up with these names!
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the equipment used to detect their existence. Chapters % angblain how collisions
containing top quark decay products are identified and tlda the experimental data,
while Chapter 6 outlines how the mass of the top quark is retcocted from the properties
of its decay particles. A description of the statisticalggdures used to find the top quark
mass most consistent with observed data is provided in €h@ptThe result of the mass
measurement is revealed in Chapter 8, and the implicatibtitsoresult are discussed in
Chapter 9.
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CHAPTER?Z2
THEORY

By nearly any measure, the Standard Model is a spectacigadgessful physical the-
ory. It describes interactions of three of the four knowndamental forces: the strong
nuclear force, the weak nuclear force, and electromagnet(3he fourth force, gravity,
falls outside the purview of the Standard Model.) Standaati®d calculations of particle
properties have shown exceptional agreement with expatahessults. The theory has
also predicted a number of new fundamental particles whxiséeace has since been con-
firmed by experiment [1] [2] [3]. The heaviest such partithe top quark, was discovered
at Fermilab in 1995 [4] [5]. This chapter provides an ovemwfer the mechanism of top
quark production in hadron collisions within the Standardddl, as well as a discussion

on the importance of the top quark mass within the theory.

2.1 The Standard Model

According to the Standard Model, all matter is made up of kgiand leptons. There
are three generations of each, with each quark generatimaioong a quark with charge
+%e and a quark with charge%e. Each lepton generation contains a charged lepton
and an associated uncharged neutrino. Forces betweenpidueietes are transmitted via
intermediate gauge bosons (Figure 2.1).

The Standard Model combines two theories: quantum chromardics (QCD), which
describes the strong force, and the electroweak (EW) thedmch unifies electromag-
netism with the weak force. Both QCD and EW are local gaugertbs, meaning that
their Lagrangians are invariant under position-depengbkase translations. Calculations

in each are performed by perturbatively expanding in ordétise interaction strength (de-
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FIGURE 2.1. Fundamental particles within the Standard Model.

fined by a coupling constant,). In this way, interactions are modeled by summing over
individual sub-processes in increasing ordenpfs shown in Figure 2.2. Sub-processes
such as loop diagrams can introduce divergences into these $1owever, in both theories

such divergences can be circumvented through the use afnatipation procedures.

- e e e e e
_ > > _ B I:{: B B I§: _
e e (b) e e © e

(@)

FIGURE 2.2. Contributions to electron-electron scattering fratested (a) leading-order,
(b) next-to-leading-order (NLO), and (c) next-to-nextkbading order (NNLO) processes.
Each vertex contributes a factor ¢fa to the scattering amplitude.

2.1.1 Quantum Chromodynamics

Quantum Chromodynamics is described by an SU{8)d, generated by theolor charge

Each quark carries such a charge, and interactions betweeksjare mediated by eight
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massless gauge bosons, called gluons. The gluons couptmiyoto the quarks, but to
themselves as well. This causes the coupling constant attbeg interaction to decrease

as the momentum transfgiincreases [7]:

4mn

2n¢ V2N
11- = )In
11 inGE )

In the above equatiom; refers to the number of quarks with masses less fhamhile

Os= (2.1)

Aqcp is a free parameter that must be determined experimenkatigent data [8] sets the
value of Agcp at a few hundred MeV.

Equation 2.1 illustrates the principle of “asymptotic fleen” — as the energy scale of
the interaction increases (or conversely, as the lengtha deareases), the coupling constant
vanishes. Thus, quarks within a tightly confined space (ssch nucleus) behave as free
particles. If one attempts to separate a quark from suchremient, though, the coupling
increases in strength, to the point where it becomes eneatjgtmore favorable to create
a new quark-antiquark pair from the vacuum than to isolaieglesquark. This results in
hadronization of the quarks.

Equation 2.1 also provides an estimate of the perturbagégeon of QCD. In order
for the perturbative approach to be valid, the coupling tammsxs must be much less that
unity. This implies that the energy scale of the interactrarst be much greater thécp.
Energies on the order of a few hundred GeV are needed to peddpauarks, indicating
that experimental top quark production can be used as aspyadest of perturbative QCD

calculations.

2.1.2 Electroweak Unification

The electroweak interaction is described by an SU{2)(1)y gauge group, generated
by four massless gauge bosons. A doublet of complex scalggsHield may also be
added to the electroweak Lagrangian. Choosing a particuilsimum of the Higgs field

spontaneously breaks the symmetry of the Lagrangian, atwkpatively expanding about
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this minimum produces additional Goldstone bosons. Explpthe local gauge invariance
of the Higgs field causes the Goldstone bosons to be absoobédaten”) by the gauge
bosons, yielding four physical particles: three massivetarebosons and one massless
boson. The massive bosons™ andZ are identified as the carriers of the weak force, while
the massless particle is the familiar photon, the elecroratg mediator. This procedure
also introduces a new massive particle, the Higgs bosos.i$laurrently the only particle
in the Standard Model bestiary that has not yet been obsexmetimentally.

The existence of the massive bosons was predicted by themsleak theory years
before their discovery. The theory also predicted the imahip between the bosons’

masses:

% — 1—sir’ 6w, (2.2)

where8yy is the weak mixing angle and is a measure of the respectiveliogustrengths
between the SU(2) and U(1) groups. As wilacp, Sirf8y is a free parameter, and is
measured experimentally to be 0.223 [9]. The discovery effhrandZ bosons at CERN
in 1983, and the subsequent measurement of their masegg=30.403+ 0.029 GeV and
mMz=91.18+ 0.002 GeV [10], in exact conformation with predicted valuesnains one of
the great triumphs of the Standard Model.

For all the successes of the Standard Model, the theory igvitlobut its limitations.
The degree of weak mixing between quark states, describedebZabibbo-Kobayashi-
Maskawa (CKM) matrix, is not predicted by the theory, andriiging parameters within
the matrix must be measured experimentally. The massesdutidamental fermions
must likewise be determined empirically.

The mass of the Higgs boson presents a larger problem. Im tarélgfill its role within
the Standard Model, the Higgs must be relatively light, vaitmass no more than 1 TeV or
so0. However, the theory also predicts that couplings to tiggs$iat an arbitrary energy scale

N\, as shown in Figure 2.3, should introduce a radiative ctimec¢o the bare Higgs mass
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FIGURE 2.3. Higgs mass sensitivity to energy scale

that is proportional té\?. At Grand Unification scales, this causes the so-calledt&nidy
problem”, as any massive particles associated with newiphgause the mass of the Higgs
to diverge. Furthermore, a fundamental Higgs must havefasapling that goes to zero
at some finite energy, a condition that eliminates the symyvi@eaking property of the
particle.

The exact nature of the Higgs can thus provide confirmatich@fStandard Model or
point to new physics. Earnest attempts are being made totdee Higgs directly [11].
In the absence of direct observation, constraints on thgdigass can be made indirectly,

through the measurement of the mass of the top quark.

2.2 Top Quark Production

Top quarks are produced predominantlytirpairs at the Tevatron, via QCD interactions
between the partons within colliding protons and antipnetoThe dominant production
processes come frong annihilation and gluon-gluon fusion, as shown in Figure At
the Tevatron’s center-of-mass energy of 2 TeV, perturbdi€D may be used to calculate
the production cross sections for these processes.ttTdress section is found to be on
the order of a few picobarns, with roughly 85% of theairs coming frongg annihilation
[12]. This compares to an overall inelaspip cross section of~ 50 mb, so that nearly ten
billion collisions are needed to create a singlpair.

The decay of the top quark is governed by weak interactiornlady, term in the CKM

matrix. The magnitude of this term has been measured dir&otin observations of top
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FIGURE 2.4. Leading-ordett QCD production processes.

qguark decay, but the uncertainty on this measurement is [&]. However, limits on the
magnitude can also be inferred from decays of lighter qulayksombining the unitarity of
the CKM matrix with the assumption that there are only threeagations of quarks. This

assumption leads to a constraint that [14]

0.9991< |Vip| < 0.9994 (2.3)

Such a constraint indicates that the top quark decays alexctisively to ab quark

and aW boson, as shown in Figure 2.5. If the masses ofthieoson and thé quark are
neglected, a tree-level calculation of the top quark dedayhwields:

Mt — W) (2.4)

_ Gr 3

- 8n\/§m0p7
where Gk is the Fermi coupling constant. For a top quark mass of 175, @e/decay
width is approximately 1.8 GeV. Of course the masses oWthboson and thé quark

are not negligible; including them reduces the decay width.4 GeV [15]. This width is
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larger tham\qcp, indicating that the top quark lifetime is less than the Q@bescale, so

that the top quark decays before it hadronizes.

Ve, g

W+
t b

FIGURE 2.5. Dominant decay mode of the top quark

The b quark does hadronize before it decays, producing a highentum particle
“let”. The W boson may decay either hadronically or leptonically. Taébleshows that the
tt decay modes are categorized according to the decays W thesons in the event.

This analysis makes use of “dilepton” decaystopairs; that is, decays in which each
W boson decays to either an electron or a muon. (Decays to péonke are not consid-
ered, as taus are not easily identifiable with the D@ detgctduch events contain two
high-momentum jets from thequarks, two high-momentum leptons, and a significant im-
balance in the total measured momentum due to the undeteetédnos. Thét branching
ratio for these processes is ondy5%, but this low ratio is offset by the fact that the likeli-

hood of background processes producing such an eventgignatalso small.

2.3 Measurement of the Mass of the Top Quark

As mentioned above, thig production cross section at the Tevatron is on the order of a
few picobarns. As Figure 2.6 shows, the exact value of thescsection predicted by the

Standard Model is dependent on the mass of the top quark, &lecision measurement
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TABLE 2.1. Branching ratios folW decay modes.

Woeve | W—pvy |W—1 |W—qd
W — eve 1/81 1/81 1/81 2127
W — pvy 1/81 1/81 1/81 2127
W — 1V 1/81 1/81 1/81 2127
W — qq 2127 2127 2127 4/9

of the top quark mass can be combined with a cross sectionumegasnt to provide a test

of Standard Model predictions.

T
— NLO
——— MNLC 1P
=== NHNLO FIM
==== MNLO ave

0 L L L L
150 160 170 180 1a0 200
m (GeV)

FIGURE 2.6. Dependence on thEproduction cross section angp. The NNLO average
is the average of the single-particle-inclusive (1PI) aad-pvariant-mass (PIM) results
[12].

A measurement of the top quark mass also may be used to dartbieaallowed mass
for a Standard Model Higgs. This is accomplished by considethe effect of radiative

corrections on the mass of tii¢ boson. At lowest order, th&/ mass is given as:

Ve A
™= Gintw  sinby’ (2:5)

wherea is the fine structure constant. Couplings offiieo the top quark and Higgs boson

lead to the introduction of a corrective tetdn in theW mass:
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A
W= SinewVI A (2.6)

In the above equatiodyr contains a term proportional tqzop and a term with a loga-

rithmic dependence on the Higgs maAsgjggs o In(%). Thus, precision measurements

on bothmp andmyy can provide a constraint on the Higgs mass (Figure 2.7).

1 —LEP1 and SLD
80.5 -~ LEP2 and Tevatron (prel.)

68% CL

150 175 200
m, [GeV]

FIGURE 2.7. Constraints on the Higgs mass from measurememtg,aindmyp.

2.4 A Note on the Top Quark Mass

Because quarks are not observed as free particles, the terank‘mass” does not have a

unique definition. Different computational methods maytem different definitions of
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guark mass. The “pole mass” is defined as the pole of the quagagator in perturba-
tive QCD. Attempts to treat QCD non-perturbatively lead he tefinition of an HQET
(Heavy Quark Effective Theory) quark mass, which introdudiéferences of the order2

to the pole mass [16]. Still other model-dependent definﬁim'\{')g, mGOFF’,, etc.) also exist.

Throughout this dissertation, all discussions of quarksmager to the pole mass.
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CHAPTERS3
EXPERIMENTAL APPARATUS

Top quark pairs are produced at Fermilab from collisionsveen protons and antiprotons
in the Tevatron accelerator. The Fermilab Tevatron is thediglargest proton-antiproton
(pp) collider, a kilometer-radius synchrotron that collidestzles at a center-of-mass en-
ergy of 1.96 TeV. Two detectors (CDF and D@) are placed atsetding regions in the
Tevatron where these collisions take place. These detectost be capable of identifying
guark jets, electrons, and muons produced in top quark deeayl must also detect the
presence of any neutrinos within the decays. This analyalemuse of data collected by
the D@ detector, a multi-purpose detector consisting ofdraktracker (for measuring the
momentum of produced particles), a calorimeter (for idgimgy and measuring the energy
of jets and electrons), and a muon spectrometer. The Tevatrcelerators are discussed

more fully in [17]. A detailed description of the D@ detectppears in [18].

3.1 Fermilab Accelerators

Protons to be used in the Tevatron are collected from fromuacsoof 18 keV H ions.
These protons are increased in energy through a series @ddogderators, ending in the
Tevatron at an energy of 980 GeV (Figure 3.1). Protons acscalbided with a nickel target
to create antiprotons, which are in turn gathered and sforddter use in accumulator and
recycler rings. The anti-protons are also accelerated @8V in the Tevatron.

Charged particles may be accelerated by the applicatioxtefreal electric fields. Per-
haps the simplest method of acceleration is to place theclgartvithin a constant electric
field, produced by two electrodes at different potentialisi® achieved at Fermilab with a

Cockcroft-Walton pre-accelerator, an electrostatic ra#or that increases the energy of



29

5 SOURCE: v

DEBUNCHER (8 GeV) & s + N
ACCUMULATOR (8 GeV) bgm%
a PRE-ACC E

BOOSTER (8 GeV)

TEVATRON EXTRACTION

N P X for FIXED TARGET EXPERIMENTS _____——%
N \
SWITCHYARD

MAIN INJECTOR (MI)
(150 GeV)

TeV EXTRACTION
COLLIDER ABORTS

& RECYCLER
BO

150 GeV p INJ
150 GeV p INJ

& LOW BETA

TEVATRON b (1Tev)
~—

—~—
P (1Tev)

D® DETECTOR P ABORT

& LOW BETA

DO

FIGURE 3.1. The Fermilab accelerator complex.

the H™ ions from 18 keV to 750 keV.

Electrostatic accelerators can only be used for a limitegfggnrange, as very large
energy differences lead to sparking between the electréddeleration to higher energies
require the use of alternating radiofrequency (RF) fieldshArged particle exposed to an
RF field will experience no net acceleration, as the accegrand decelerating phases
of the field will cancel one another. However, the accelerathay be made non-zero by
shielding the particle within conductive material duritg tdecelerating phases of the RF
field. This is done at Fermilab in the Linac, a 146 meter-langdr accelerator containing
an alternating series of RF cavities and conducting tubée. Linac accelerates Hions
from 750 keV to 400 MeV.

Linear accelerators also have their limits, as space aingdrlimit the length of the
accelerators. To accelerate protons to 980 GeV with Linddsfieould require an accel-
erator dozens of kilometers long! Such an arrangement woeltdoth cost- and space-

prohibitive, so circular synchrotron accelerators aredusstead for further acceleration.
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A synchrotron uses dipole electromagnets to steer chargeitlps in a circular path of
fixed radius while increasing their energy. This requirescaiexcomplex design than that
used for the Linac, as both the magnetic field and the actigrpotential on a particle
must continually increase in order to accelerate the panitile keeping it at a fixed ra-
dius while it accelerates. Additionally, because a givatwbmagnet can produce only a
limited range of fields, acceleration within a synchrotranmot continue indefinitely.

A set of three synchrotrons is used to accelerate protohgiofinal energy of 980 GeV.
The first of these is the Booster, which accepts the 400 MeMd#s from the Linac. In
their passage from the Linac to the Booster, the ions angpstd of their electrons, leaving
only protons behind. The Booster groups the protons inte¢hes” and accelerates them
to 8 GeV. The protons then pass to the Main Injector, whichge®rll protons into a
single bunch and accelerates them to 150 GeV. From therprabens are injected into the
Tevatron.

The Main Injector is also used in the production of antipnstoProtons in the Main
Injector are accelerated to 120 GeV and are then transptwtachickel target. The tar-
get consists of 10 cm-diameter nickel disks separated bperopooling disks. Protons
colliding with the nickel targets produce 8 GeV antiprot@tghe rate of one to two an-
tiprotons per 100,000 collisions. These antiprotons atkegad with a lithium collection
lens, and are separated from other produced particles bypsrefaa pulsed dipole field.
The antiprotons are sent to the Debuncher ring, which appt@chastic cooling to reduce
the momentum spread of the particles. They are then pasgbd #faccumulator ring for
storage.

The efficiency for gathering new antiprotons decreases @sitimber of antiprotons
within the Accumulator increases [19]. During antiprotanguction, bunches of antipro-
tons are periodically sent to the Recycler, a separateratipstorage ring located directly
below the Main Injector. This allows the Accumulator to nrakze its antiproton collec-
tion rate. The Recycler may also be used to gather unusqut@tatins at the end of a set of

pp collisions for later use. Antiprotons from either the Rdeyor the Accumulator may
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be accelerated by the Main Injector and passed to the Tevatro

The Tevatron makes use of superconducting niobium/titanmuagnets to provide a
much stronger magnetic field than is available to either thesBer or Main Injector, al-
lowing for acceleration to much higher energies. Bunchesfthe Main Injector are co-
alesced into a single bunch, and are passed into the Tevatfoen the Tevatron contains
36 bunches of protons, this procedure is repeated for theratdns, producing a 36 36
store of proton and antiproton bunches.

Particle bunches are accelerated in the Tevatron from 130t6&80 GeV. Protons
and antiprotons cycle through the Tevatron in helical srhitthin a shared beam pipe.
A set of twenty-four electrostatic separators, spacedutiinout the Tevatron, keeps the
particles from colliding outside of the D@ and CDF detectof3ollisions are initiated
at those regions by means of focusing magnets, called laadpeads, which tighten the
diameter of the proton and antiproton beams tqu40 The proton and antiproton beams

cross one another at each detector every 396 ns.

3.2 The D@ Detector

As described in Chapter 2t decays can produce jets, electrons, muons, and neutrinos.
The D@ detectors consists of three subsystems that allow identify these particles:

a central tracking system that produces precision vertexraomentum measurements,

a liquid argon/uranium calorimeter that measures jet andten energies, and a muon
spectrometer. Locations within the detector are descrilyed right-handed coordinate
system, as shown in Figure 3.2, with thg axis pointing upward and thez axis pointing

in the direction of travel of the proton beam. Particles witine detector are also described
by the radial distance to the beamlineas well as by the azimuthal angpeand the polar
angleB. The polar angle is more commonly described by the pseutbtgp, defined as

n = —Injtan(6/2)].
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FIGURE 3.2. The D@ detector.

3.2.1 Tracking

The central tracker consists of the Silicon Microstrip kexc(SMT) and a surrounding
Central Fiber Tracker (CFT) contained within a solenoid metgThe solenoid is wrapped
with two layers of superconducting Cu:NbTi multifilamentdaprovides a field of 2 T.
Together, the SMT and CFT provide precision measuremertkeeohomentum of charged
particles, and can locate the primary collision vertex waittesolution of 3%um along the

z axis. High-momentum jets frofm quarks may also be tagged, with an impact parameter

resolution of under 1fm in ther — @ plane ain =0.

Silicon Microstrip DetectorThe SMT consists of six sets of alternating barrel and disk
detectors, capped at the ends by additional groups of digdctbes (Figure 3.3). This
arrangement allows for the Tevatron’s long interactiorniaedo = 25 cm) and provides
detector surfaces perpendicular to particle paths for & wadge of particlg. The barrel

detectors measure trajectories in the@ plane, while the disk detectors provide measure-
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ments in bothr — @ andr — z. Together, the disks and barrels contain a total of 792,576

readout channels.

p-side: +15°
n-side: -16° "

F-DISKS ?,0\ & 5..

FIGURE 3.3. The barrel and disk assemblies within the SMT.

Each barrel contains four layers of silicon arranged radialith radii ranging from
2.6 cm to 10.5 cm. The first and third layers of silicon in theammost four barrels are
made of 90 stereo sensors of double-sided, double-metal silicon.olker two barrels use
single-sided silicon aligned along the beam axis in thest find third layers. The second
and fourth layers of silicon in all barrels contain stripsiofible-sided sensors. The p-side
strips in these layers are arranged axially, while the B-stdps are arranged at a &ereo
angle.

At the end of each barrel is an “F-disk” detector, a set of &@erzoidal wedge detectors.
Three additional F-disks sit outside the outermost balist-assembly, and are capped by
two large-diameter “H-disks”. The F-disks are made of detgitled silicon, with the p-
side and n- side aligned to provide & 3ereo angle. The H-disks consist of 24 wedges of

back-to-back single-sided silicon, with an effective steangle of 15 The barrel/F-disk
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assemblies provide coverage in the rafige< 1.5, while the H-disks extend that coverage
to |n| = 3.0.

Central Fiber TrackerThe CFT is made up of eight concentric cylinders of scirtiitig
fibers, ranging in radius from 20 cm to 52 cm. The two innerrgydirs are 1.66 m long,
while the remaining cylinders are 2.52 m long, providingd ftdverage out tdn| = 1.6.
Each scintillating fiber is 83fm in diameter, and is arranged on a cylinder in ribbons of
fiber doublets, as in Figure 3.4. The ribbons contain tworkagé 128 fibers each, and are
arranged so that the second layer is offset from the first Hyalfdber diameter. The eight
CFT cylinders contain two ribbons apiece, one aligned atbeg axis, and one aligned at
an stereo angle af3°. (The stereo angle ribbons are alternated, so that all odubered
cylinders uset3° ribbons, while all even-numbered cylinders us& ribbons.) The fiber

doublets provide for an inherent CFT position resolutioatlodut 10Qum.

_ Ribbon
Fiber

Curved
— Backing
Plate

FIGURE 3.4. A ribbon of scintillating fiber in the CFT. Ribbons ar¢aghed to a curved
backing that matches the curvature of the support cylinder.

The passage of charged patrticles through the scintillditiegs cause the fibers to emit
light.  This light is reflected through waveguides to the Mbisi Light Photon
Counters (VLPCs). VLPCs are high-gain, fast-responseasilavalanche photodetectors
that can detect a single photon The VLPCs accept a total 8006ignal channels, from
approximately 200 km of scintillating fiber. Signals froretfLPCs are amplified by Ana-
log Front Boards (AFES), and those signals are used for tgadw triggering purposes.
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Tracks found in the CFT are segmented into eighby 4ectors inp. These tracks can then

be matched with information from other detectors.

3.2.2 Calorimeter

The D@ calorimeter measures the energies of all particlssipg through it, with the ex-
ception of neutrinos (which pass through the calorimetefetected) and muons (which
leave only a minimally-ionizing particle signature). Timmermost section of the calorime-
ter is the electromagnetic calorimeter (EMC), which meeswiectron and photon ener-
gies. This is surrounded by the fine hadronic (FHC) and cdadeonic (CHC) calorime-
ters, which measure the energies of all other particles.

The EMC works on the principle that a collision between aridenct particle and
a heavy absorber will induce a shower of particles, from Whilee energy of the inci-
dent particle may be deduced. High-energy electrons madiaérgy primarily through
bremsstrahlung, while high-energy photons dissipateggrtrough pair production. Thus,
a single high-energy electron may produce a bremsstratplhatpn, which then produces
an electron-positron pair of its own, and so on. The size®fé#isulting shower of electrons
and photons may then be used as a measure of the energy oiginalquarticle.

The hadronic calorimeters work similarly, with showersdgwoed by the collisions of
hadrons with absorber nuclei. Such showers are more itdtilcan those in the EMC, given
the complexity and number of nuclear reactions that may pd&ee. Furthermore, some
reactions may produce muons or neutrinos undetectable eogalorimeter, necessarily
worsening its response. Nonetheless, the principle behmtiadronic calorimeters is the
same as for the EMC.

A typical D@ calorimeter cell is shown in Figure 3.5. A gro@adheavy absorber is
used to initiate a particle shower. In the EMC, 3-4 mm of deggleiranium is used as the
absorber. Six millimeters of uranium/niobium alloy are digethe FHC, while the CHC

uses 46.5 mm of copper or stainless steel. A signal circ@tdis covered with a resistive
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coating and is charged to a potential of 2 kV. The 2-3 mm gawden the absorber and
signal board is filled with liquid argon, which samples theizing particles produced by
the shower. This charge is collected by the signal boardei@ésuch boards at the same

and@ combine to form a single readout cell.
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FIGURE 3.5. A typical D@ calorimeter cell.

The D@ calorimeter is divided into three sections: a cemasdrimeter (CC) that pro-
vides energy measurements oufrfo< 1.0 and two end cap calorimeters (EC) that provide
measurements in the regioMXk |n| < 4.0. The calorimeter cells in each region are ar-
ranged in pseudo-projective towers, as shown in Figurewdth,the center of each cell in
a given tower lying along the same line to the interactiompdihe tower size is generally
setasin = 0.1, Ap=0.1. Cells are segmented twice as finelyjiandgin the third layer
of the central EMC, where electromagnetic showering issataximum. Additionally,
cells at largeln| have increasedn andAg. The calorimeter is more fully described in
[20].

There are four layers of readout cells in the central and gm@&MCs. The CC also
contains three layers of fine hadronic modules and a singlesechadronic module. The
EC calorimeter is divided into inner, middle, and outer mors. The inner and middle
portions are made up of four layers of fine hadronic modules @re coarse hadronic

module, while the outer portion contains only a coarse hadnmodule.
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FIGURE 3.6. Schematic view of a portion of the D@ calorimeter. Tasame formed along
pseudo-projective rays, which are labeled by their rajaslit

The calorimeter resolution ks 5-7 % for electrons with energies above 20 GeV. The
hadronic resolution is worse, and is approximately 30% G2V jets. These resolutions

are discussed in more detail in Chapter 4.3.

3.2.3 Preshower Detectors

Preshower detectors between the solenoid and the calerimneprove the matching be-
tween central tracks and calorimeter showers and augmemmiatticle identification abil-
ities of the detectors. The Central Preshower Detector YGB8ounds most of the CFT,
extending over the regiom| < 1.3. The CPS is made up of three layers of scintillation
counters, with the first layer aligned axially and the secfhitd) layer aligned at a stereo
angle of4+23.8° (—24.0°). This aids in distinguishing charged particles from pimstcas
CPS hits from charged patrticles will have a matching traoknfthe CFT, while hits from
photons will have no such track.

Forward Preshower Detectors (FPS) are mounted on the endédpe calorimeter,
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in the region 15 < |n| < 2.5. Each detector contains a double layer of scintillatapstr
(the “MIP layer”) aligned along the axis, followed by a stainless steel absorber and a
second set of double-layered scintillator (the “showeeldy These detectors allow heavy
particles to be distinguished from electrons and photoreawy particles are not likely to
shower in the absorber, and will produce only minimum-iorazarticle (MIP) signatures

in each set of scintillators. Electrons will create a simdeynature in the MIP layer, but
will shower in the absorber, leading to a large cluster ofgye the shower layer. Photons

leave no signal in the MIP layer, but create a shower signtdershower layer.

3.2.4 Muon Detector

The bremsstrahlung radiation cross section for a chargeatleais roughly proportional

to the inverse square of the mass of that particle [21]. Thusuon, with a mass 200
times that of an electron, will experience far less bremasdting than the electron in the
calorimeter. The muon leaves only an MIP signature withendalorimeter, insufficient for

measuring its energy.

Instead, the muon is detected with three layers of scitdiltaand drift tubes lying
outside the calorimeter (Figure 3.7). These layers ardddid@&’, "B”, and “C” in order
of increasing distance from the interaction point. The titators provide precision timing
measurements for the muon, while the drift tubes measupoggion. A 1.8 T toroidal
field between the first and second layers of muon detectaywslflor a measurement of
muon momentum. Hits in the muon detectors may also be matetiedracks from the

central tracker to provide a more precise momentum measuriem

Scintillation CountersThere are two layers of scintillator counters in the rediph< 1.
The Ag counters lie within the toroid, and tresmic cap{CMSC) and bottom counters
triggers lie outside the toroid. Each scintillation counganade of Bicron 404A scintillator
connected to a photomultiplier tube. TheAounters are segmented irb2in ¢, to match

the segmentation of the CFT sectors. Each counter sparsi@8ties irg, which allows for
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FIGURE 3.7. The DJ muon detector.

matching of the scintillator counters with the central tuibes described in the following
section. The CMSC counters cover the regiern/4 < @ < 51/4, and are arranged to
provide maximum resolution in thgdirection. The bottom counters occupy the remaining
space inp, and are oriented with their narrow dimensiongiim order to better match with
tracks from the CFT. Because much of the space in the bottgiorés taken up by detector
supports, the coverage of the bottom counters is incomplgie central muon system is
described in more detail in [22].

In the forward region of the muon system<1in| < 2), there are three layers of scintil-
lation counters (“pixels”). The pixels are arranged in ao$@2 concentric rings, segmented
in n by 0.12 (0.07) for the inner nine (outer three) rings. As Wita central counters, the

pixels are made of Bicron 404A scintillator, and are segmeim 45° increments ing.
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The A-layer of the pixels is within the toroid, while the B-ch&- layers lie outside the
toroid.

Shielding placed around the beam pipe significantly deesebackgrounds seen in the
forward muon system from interactions of proton and antgmndragments with the Teva-
tron’s low beta quad magnets. The shielding consists ofl&rbof iron to absorb hadronic
and electromagnetic radiation, an additional 15 cm of gblylene to absorb neutrons, and
a final 5 cm of lead to block gamma rays. The three layers ofldihgg combine to re-
duce the occupancy of muon detectors by a factor of 50-10@ freeir unshielded rates
[22]. This reduction allows both the forward and centrahsiator systems to be used
for triggering on muons. The scintillators also providegs®n timing measurements for

reconstructing muons offline, with a timing resolution obab2 ns.

Drift Tubes The central region is covered by a total of 94 proportiondt tiibes (PDTSs)
arranged in three layers. As is the case with the centraliaiars, drift tube coverage in
the central bottom region is limited by support structuegiie detector. However, nearly
90% of the central region is covered by two layers of PDTs, ranghly 55% is covered
by three layers.

Each PDT chamber is made up of decks of individual 10.1 cm x ®ells, with 24
cells per layet. A-layer PDTs contain four decks of cells, and are placetiiwithe toroid
SO as to overlap the @counters. B- and C-layer counters contain three decks each.
gas mixture of 84% argon, 8% methane, and 8% BFused within the drift tubes, and
provides a maximum drift time of 500 ns. This is longer tham 396-ns spacing between
collisions, and so PDT hits must be confirmed by scintillatounter hits when triggering
on or reconstructing muons. Muon positions can be measuithihveach PDT cell with
an uncertainty of roughly 1 mm.

The forward region makes use of smaller mini drift tubes (Mp@domprised of 1 ch

cells. Each MDT contains eight such cells. Planes of fourttie A-layer) or three (for

1The highestn| B-layer PDTs are an exception to this rule, with only 21 cpéis layer.
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the B- and C- layers) MDTs are mounted along the field linetetoroid. The MDTs use
a separate gas system from the PDTs, a 9:4-€EH, mixture that provides a maximum
drift time of 60 ns. The hit position resolution from the MDiEsapproximately 0.7 mm,
and the momentum resolution from hits only in the muon sydteat is, without matches

to central tracks) is about 20% for muons below 40 GeV.

3.3 Triggering at DY

Proton-antiproton collisions occur every 396 ns at DJ, a odtover 2.5 MHz. D@’s data
acquisition (DAQ) system is only capable of writing approzitely 50 Hz to tape. Three
levels of triggering are used to filter events and to redueeetrent rate to meet the DAQ
specifications.

The first level (“Level 1”) is a set of hardware-based triggieom each of the detector
subsystems. The tracker, calorimeter, and muon systenishea@ their own Level 1
triggers that search for objects consistent with detedgprasures of elementary particles.
The combined Level 1 triggers provide a trigger event raté.6fkHz. Prescales may be
applied to individual Level 1 triggers, so that only a fractof triggered events are selected
for further processing.

Events that pass Level 1 triggers are passed to the “Levea&iviare trigger system.
The Level 2 system is a software-based digital signal psioggrigger system. It con-
sists of preprocessors that generate triggers from dataifrdividual detector subsystems,
much as the Level 1 system does [23]. Level 2 also has a globedgsor that forms event-
wide triggers based on the combined data from all subsysteevel 2 reduces the trigger
rate by a factor of two, and passes remaining events to theetl3: trigger.

Level 3is a fully programmable software trigger that pr@sdimited event reconstruc-
tion [24]. The trigger is made up of approximately 100 “farndes”. An event that passes
a Level 2 trigger is sent to one of these nodes, which unpdeksatv data from the event

and reconstructs physics objects from the data. Filtersappdied that may impose re-
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guirements on individual objects, such as a minimum monmeritu muons or jets. Filters
may also be applied to non-physics objects, such as the sralactor sums of transverse
energy within the calorimeter. (The scalar sum tests fgdarumbers of energetic decay
particles, while a non-zero vector sum indicates the prodoof an undetected neutrino
within the event.) Events that meet the trigger filter caodi are written to tape at a rate
of 50 Hz.

3.4 Luminosity

The triggers select only a small sample of events from itielgep collisions. In order
to make an accurate determination of the production ratargrparticular process, the
overall rate ofpp collisions must also be known. This rate is measured viauterosity

£, defined as

N
= pr) , (3.1)
whereN is the average number of inelastic collisions per crossing,396 ns is the time
between beam crossings, aoghh= 46.04+ 2.6 mb is the cross section for inelasp
collisions [25].

D@ contains a dedicated luminosity measurement systeme mjaaef two groups of
twenty-four scintillators arrayed along tzeaxis between the beam line and the Forward
Preshower Detector, as shown in Figure 3.8. Particles fsprollisions create hits in each
group of scintillators in coincidence. These coincidenmewide for a counter that fires
on any beam crossing with@p collision. However, since the counter does not reflect the
numberN of pp collisions per crossing, simply counting the coinciderate produces an
underestimate of luminosity whéth> 1.

Instead, the luminosity is determined by counting the foacf,,,; of beam crossings
in which the counter coincidence does not fire. The numberobifsions per crossing

is assumed to follow Poisson statistics, so tNat —In(faun). Thus, the instantaneous
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FIGURE 3.8. Position of the luminosity counters (LM) around therngape. The silicon
tracker and endcap calorimeter positions are also shown.

luminosity may be estimated as:

= _In(fnull) .

3.2

3.5 Detector Operation

A “store” is defined as any period in which there are particiesulating in the Tevatron.
As of October 2006, typical instantaneous luminosities @t & the start of a store were
approximately 15- 20 x 1031 cm2s~1. Stores are typically kept for 24 hours or so, or
until the instantaneous luminosity drops toc20%! cm~2s~1. Data is collected during
stores in sets of “runs”. Runs generally last for 2-4 hoursyrdil 500,000 events have
been collected. Breaks are made between runs in order tdrirajger prescale settings
with the current store luminosity.

The integrated luminosity for a store is found by summingrtfeasured instantaneous
luminosities over the store’s duration. During periods t@ibte data-taking, a few pB
of data are recorded to tape each day. At the end of a storeeamyining beam in the
Tevatron is dumped or recycled, and the process for creatimgyv store begins. The data

used in this thesis corresponds to an integrated luminosapproximately 360 pbl.
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CHAPTER4
EVENT RECONSTRUCTION

Data from the D@ detector are recorded in the form of digitigelse height and time infor-
mation. Event reconstruction programs use this infornmattidform collections of detector
hits, times, and energy deposits in each detector subsydtemtification algorithms are
applied to the reconstructed data to associate these hitshei paths traveled by electrons,
hadronic jets, and muons. These algorithms reconstruttajeetories of the particles, and
allow for measurement of their four-momenta.

The reconstruction algorithms are applied not just to ev&pin data, but to simulated
collision events as well. Event simulators use Monte Catisgical techniques to emu-
late the probabilistic quantum mechanical nature of thégarinteractions. This analysis
relies heavily on templates generated from such simulatiaa discussed in Chapter 6.
Thus, it is important that results obtained from data andltesrom Monte Carlo agree.
This chapter outlines the Monte Carlo generators for sitedl@vents, discusses the re-
construction routines applied to real and simulated daich describes corrections made to

bring Monte Carlo results into agreement with data.

4.1 Event Simulation

Parton-parton interactions are simulated with the ALPGE&hesimulator [26]. ALPGEN

is a Monte Carlo simulator designed to model processes thdtipe multijet final states.

It calculates exact matrix elements for leading-order Q@D alectroweak interactions.
ALPGEN is used to model decays fratsignal events as well as many of the background
processes used in this analysis, includihhgndWW decays. Parton distribution functions
within ALPGEN are modeled with CTEQS5L leading-order pargnigations [27].
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Jet fragmentation and radiation within the event is sinedavith PYTHIA [28]. Frag-
mentation is implemented via the Lund string fragmentatnmalel. Extra jets are generated
from initial-state and final-state radiation of gluons.

Events generated with ALPGEN and PYTHIA are processed welO@GSTAR de-
tector simulator [29]. DUGSTAR, or the D@ GEANT Simulatortbe Total Apparatus
Response, is a wrapper of the GEANT code developed at CERNmawlels the energy
deposition in the active regions of the detector [30]. A safmdetector model, the Pa-
rameterised Monte Carlo Simulator (PMCS), is also ava@laBMCS uses a parameterised
approach to simulate the detector response. It is significéaster than DAGSTAR, but
does not provide a complete detector simulation [31].

The detector hits output from DAGSTAR or PMCS are digitizethW@SIM [32]. In
addition to this digitization, DASIM:

e combines simulated events with so-called “minimum bia®¥reés triggered by hits

in the luminosity counters;
e adds calorimeter noise and pile-up;
¢ adds noise and inefficiencies from the central tracking andmsystems.

The resulting output of the Monte Carlo simulations has #maesformat as the data, and
the same reconstruction routines are applied to both. Tioegmes are described in the

next section.

4.2 Event Reconstruction

Event reconstruction is performed with the “dOreco” paekf#B]. Reconstruction begins
with the formation of tracks from hits within the central ¢k&r. Electrons and jets are
reconstructed from energy clusters within the calorimeted may be matched with central
tracks to more precisely measure their momentum. Muonsem@nstructed from hits

within the muon detector, and may likewise be matched toraktracks. The total energy
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in the transverse planéi() and the total missing transverse enefigy)(are then computed

by summing the energies of all reconstructed particles.

4.2.1 Central Tracks

Hits within the central tracker are recontructed into mdtitrajectories, otracks Two
complementary techniques are used to identify track caelsd The first method applies a
road-finding algorithm to search for sets of three hits irselproximity in either the SMT
or the CFT. The second method forms track stubs from all coatlzins of two hits within
the tracker. A Hough transform is applied to map each stub (mt ¢p) space, where

is the curvature of the stub (assuming that the stub origthat the geographic center of
the detector) andy is the azimuthal angle of the stub at its distance-of-clieapproach
(DCA) to the detector center [34]. In a uniform magnetic figfith no absorbing material,
all stubs from the same trajectory would have identipalgp) coordinates. In practice,
track candidates are identified from peaks in histogrammeghj space. A second Hough
transform into %o, dz/dr) space, wherey is thez-coordinate of the stub at its DCA, may
also be applied to SMT-based stubs.

Candidate stubs from either track-finding method are passed Kalman fitter which
searches for additional hits consistent with the origitalb$35]. The expected trajectory
for each stub is calculated, taking into account the centeggnetic field as well as effects
from energy loss and multiple interactions within the tiecf36]. A search is then per-
formed for hits near the expected trajectory at each layéhetracker. Hits that greatly
increase the? of the track are rejected. After the stub is propagated tjfiall detector
surfaces, a filter is applied to remove poorly-fit tracks. ckeawith a largex? and tracks
with a large number of missed hits are removed from the catelitfack list. Tracks that

share at least four hits with another track are also removed.
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4.2.2 Primary Vertex

Tracks are used to identify th@rimary vertex the initial pp collision point. The primary
vertex is initially assumed to be located at the geometritareof the detector. A new
vertexV is formed by minimizing the? from reconstructed all tracksconsistent with the
primary vertex hypothesis:

(DCAR")? 5 (DCAY)?

whereDCAY’? and DCA; are the distances-of-closest-approach of tra¢k the detector
center along the — @ planes and: axis, respectively, andz’ and o5 are the respective
uncertainties in those quantities. Tracks wgh <0.5 GeV or with DCA> 1000pca
are not included in this minimization. For tracks with nanformation, only ther — ¢
contribution to the overaj{? is computed. Tracks providing the largest contributiortho
X2 are removed one by one until the overdlis less than 10.

Once a preliminary vertex has been found, tReninimization is repeated, with tighter
constraints on the tracks. All tracks with a DEA3 opca from the new vertex position
are excluded from thg? fit. The final vertex is then calculated from the remainingksa
In the case where more than one vertex is found phéistributions of tracks associated
with each vertex are used to define a probability that eack weaginated at the particular
vertex. The vertex with the largest weighted product ofknambabilities is identified as
the primary vertex [37].

The efficiency of the vertex-finding algorithm is measuredusyng Z — Pl events
in data and comparing the calculated primary vertex withréoenstructed dimuon vertex.
The vertex is assumed to be correctly identified if the lamdjital distancé&z,x_gimuodetweenthepri
Results from data show that the vertex reconstruction effey is 97% for primary vertices
within 40 cm of the detector origin [37]. Monte Carlo studi@stt events give a vertex
resolution of approximately 2m in thex andy directions, with slightly worse resolution

in the z-direction.
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4.2.3 Calorimeter Objects

Both electrons and jets are reconstructed from energy ttedan calorimeter cells. Each
cell is assigned a three-momentum with magnitude equalgarteasured energy in the
cell and direction defined by the vector from the primary eertio the cell center. Cells
are grouped into pseudo-projective towers as describetiaptér 3; each tower measures
0.1x0.1inn — @space.

An individual cell is excluded from the tower if the energypdsited within it is less
than 2.%¢¢), Whereoe is the mean width due to noise in the cell. A cell is also rendove
if its energy is less thatate and if no neighboring cells have energy greater thag,#

A noise-killing routine removes isolated “hot” cells frommet tower, and the four-momenta
of the remaining cells are summed to form the tower four-muton@. Any tower with
ptr >0.5 GeV is then used as a seed for a pre-clustering algorithm.

Pre-clusters are created from towers with the so-callechf® Cone Algorithm”,
which searches for energy in cells within a fixed radi®igr n — @ from the tower axis
[38]. Pre-clusters are formed from all neighboring toweithin R=0.3 of the seed tower.

Pre-clusters witlpr >1 GeV are passed to the jet and electron clustering routines.

Jet Reconstructiodet clustering is performed with a second cone algorithrwtirch all
cells in a cone of R=0.5 from the initial pre-cluster are cameld to form a “proto-jet” [39].
If the separatiol\R between the pre-cluster and proto-jet is small enodgh<€0.001),
then the proto-jet is taken as a jet candidate. Otherwiseptbto-jet is treated as a new
pre-cluster, and the cone algorithm is repeated. Prosowéh energies less than 8 GeV
are rejected from the list of jet candidates.

Jets which share cells may be either merged together oragait, depending on the
amount of energy shared. If the sum of the shaseds greater than 50% of thpr of
a single jet, then the two jets are merged into one. Otherwiweshared cells are split
between the jets, with each cell attached to the jet closasin n — ¢ space. Midpoints

between jets are also treated as pre-clusters in order twveesensitivity to soft radiation.
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Jet Energy Scale (JES) corrections are made to account fee aod inefficiencies
within the calorimeter that may cause the reconstructednetgy to differ from the orig-
inal particle energy. Noise from the calorimeter electesrand uranium plates can create
an offseto between the original and reconstructed energies, as caluatgnergy from
previous collisions. Energy loss in uninstrumented poriof the detector and the ineffi-
ciencies in the calorimeter response to jets compared ttrefes require that an additional
correction® .5 be made to the measured energy. A final correction teggre accounts for
energy from the jet that falls outside the reconstructiameci@O].

The original particle energy is calculated as:

Emeasured_ 0

Eparticle _ ‘ (4_2)
RcalRcone

The offseto is measured from data events collected with minimum-biggérs. The
calorimeter response;, is measured fromy+jet data events by requiring that the et
matches that of the photomng.one is calculated from jet profiles ig+jet and dijet data
events. The uncertainty in the calculation of jet energiessignificant source of systematic
uncertainty in the measurement of the top quark mass, ansiasssed in detail in Chapter
8.2.1.

Electron Reconstructioiklectrons are identified with a clustering algorithm simitathat
described above for jets. Electron clusters are formed freltls withinR=0.2 of the initial

pre-cluster. The EM fractiorfg, of each cluster is then calculated:

fem = , (4.3)

whereE;qtq is the total energy within the cluster akgy is the energy within the EM cells
in the cluster. Clusters with an EM fraction of at least 909 aith a tranverse energy of
1.5 GeV or more are categorized as “loose” electrons.

Electron candidates are also characterized by their isaldtaction, fiso. This is a

measure of the difference of the energy deposited in the BMinzeter in a cone of radius
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R=0.2 around an initial precluster and the energy colleatatie entire calorimeter within
a cone of radiuf=0.4:

_ Etotal(R< 0.4) —Eem(R< 0.2)

fiso = 4.4
150 Eem(R< 0.2) (4.4)

High-pr electrons deposit most of their energy in a region narroivan theR=0.4 cone,
and are expected to have a small isolation fraction. Cutkignvariable can thus serve to
separate high-momentum electrons from signatures duede oojets.

Electrons also produce distinctive shower shapes witterctiorimeter. A chi-square
“H-matrix” function (Xc2:a|7) is formed from comparisons of energy deposits in each lafer
the calorimeter to average distributions from Monte Caldgteons, as well as comparisons
of total energy. Clusters with 2, <50 andfis, <0.15 that also meet the loose electron
requirements are categorized as “medium” electrons.

An electron cluster may also be matched to a central tradkeifseparation between
the cluster and the track is less than 0.05 in hptand @. An additional identification
criterion is introduced through a 7-parameter likeliho@diable. This variable separates
real electrons from showers created by pions or photocsioes within the detector. The

likelihood variable is formed from the following parameter

e fEM

* Xea

e Er/pr

o Prob(xgpaﬁa,), the matching probability between the cluster and itsregitack

¢ the distance of closest approachmin- @ of the central track to the primary vertex
e the number of tracks in a narrow cone of R=0.05 around theerlus

¢ the totalpt of all tracks in a cone of R=0.4 around the cluster, excludligmatched

central track.
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The likelihood is tuned on data, usidg— eedecays for signal electrons and di-jet and
y+jet events for fake electrons from QCD multijet procesgdd.[ Medium electrons with
a likelihood greater than 0.85 that are matched to a cemtaek tare classified as “tight”
electrons.

The electron reconstruction efficiency is measured in data ¥ — eedecays [42].
Events are selected with two high- tracks with a combined invariant mass between 80
and 100 GeV. One track is required to be matched with a clustierfg ) > 0.9, fiso > 0.15,
and energy of at least 20 GeV. The reconstruction efficiemcglculated by measuring the
fraction of events in which the second track is also matcloeant electron cluster. The
electron reconstruction efficiency is found to be 968004% in the central calorimeter and

93.5+1.2% in the endcap calorimeter [42].

4.2.4 Muon Reconstruction

Muon reconstruction begins with the formation of straighé track segments from wire
chamber hits in each layer of the muon systems. An attemipéisrhade to match segments
with a confirming scintillator hit in the same muon layer. didirmed segments exist both
inside the toroid (from A-layer muon chambers) and outdigetoroid (from B- or C-layer
chambers), a local fit is tried between the two segments. A embam measurement is
made from successful fits via the bend angle between the é&-kBggments and B-/C-layer
segments.

Reconstructed muons are categorized by the variable “nsdgth describes the type
of segments found in an event. A muon with an A-layer segmaastrised=1, a muon
with a B-/C-layer segment hassed=2, and a muon with both segments hiaseg=3. If
the muon segment is also matched to a central track, the iadeg i¢ positive; otherwise,
nseg is negative.

Muons are also classified as either “tight”, “medium”, ords®”, depending on the

number of wire and scintillator hits in the muon segmentghTimuons require at least one
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TABLE 4.1. Average muon reconstruction efficiencies

Muon Quality | Central Efficiency| Forward Efficiency
Loose 89.7+0.3% 92.3+0.4%
Medium 77.4+0.3% 85.9+0.5%
Tight 59.9+0.5% 81.6+0.5%

A-layer scintillator hit and two A-layer wire hits, as wel at least one scintillator hit and
three wire hits in the B and C layers. The fit between the Aflayel B-/C-layer segments
must also converge. A medium muon requires only two B-/@iayire hits, but also
requires a match to a central track. A muon may also be cladsa8 medium if it meets
only the A-layer or B-/C-layer conditions and is located ictamt 5 or 6, where muon
detector coverage is reduced. Loose muons are formed byefurélaxing the medium
muon requirements, and generally require only one reasctsil segment [43].

The efficiency for identifying muons is measured usihgecays, in much the same
way as for electrons. Candidafe— ppevents with two highpr tracks are selected from
data. The first track is required to havgra >30 GeV and to be matched with a medium
muon. The A-layer scintillator time of this muon is requitedbe less than 10 ns in order
to reject cosmic ray muons. The second track is requiredue ableast eight CFT hits as
well as a good central tragk’. Both tracks must have a DCA less than 0.16 cm, and the
two tracks must not be collinear. Efficiencies are then dated from the fraction of events
in which the second track matches a muon segment. A summameaodge tight, medium,
and loose efficiencies for the central and forward regionhefmuon system is given in
Table 4.1. The efficiency in the central region is systenadlidower than the forward; this

is primarily due to the incomplete detector coverage inregioictants 5 and 6.
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4.2.5 Missing Transverse Energy

Neutrinos are not detected directly within the detectod iastead manifest themselves as
“missing” transverse energft — an imbalance in the total transverse momentum. This
guantity is calculated from the vector sum of all energy t@tssin the calorimeter. Unclus-
tered cells are also included if they pass the energy setectits outlined in Section 4.2.3.
The F7 is adjusted for JES corrections made to jets within the eviris also adjusted
for the presence of any muon, first by removing the muon’s mumn-ionizing calorimeter

signature from th&y calculation, then by subtracting the muon’s measured maumen

4.3 Resolutions and Monte Carlo Corrections

The calorimeter resolution is measured in terms of paréokergy:

O S N
E_CQBE@E, (4.5)

whereC comes from calorimeter calibration erro&s due to energy sampling, am
is a noise term. These terms are measured separately fangislectrons. For electrons,
the constant term is measured fran— ee events, and found to be@73+ 0.0028 in
the central calorimeter and@203+ 0.0059 in the end caps [44]. Since the calorimeter is
unchanged from Run I, the sampling terms are taken to be the aa their Run | values —
0.15+0.01GeV/2 in the central calorimeter, andZL+ 0.01GeV/2 in the endcaps. The
Run I noise term value of.29+ 0.03 is also used. The overall electron resolution is thus
dominated by by the calibration term. The jet resolutiorapaters are measured from
imbalances iry+jet and dijet events, and are given in Table 4.2 [45].

Calorimeter resolutions in Monte Carlo are seen to disagitedata resolutions. To
correct for this disagreement, an additional smearingii®paed on Monte Carlo jets and

electrons. A scale factor and offset is applied to generalectron energieBgen

Enew= 0Egen+p. (4.6)
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TABLE 4.2. Jet energy resolution parameters from data

Inl<05 |[05<|n|<10|10<n/<15|15<|n/<20
C 5.045+0.833| 0.000+2177 | 2.236+3.153 | 6.424+0.680

S (Ge\/l/z) 0.753+0.150| 1.197+0.048 | 0.924+0.216 | 0.000+7.094
N (GeV) | 0.089+0.007| 0.087+0.006 | 0.1354+0.011 | 0.097+4+0.008

TABLE 4.3. Electron smearing constants in the central (CC) andan(EC) calorimeter

a B (GeV)
CC | 1.0060+0.0017| 0.0953+0.0793
EC | 0.9991+0.0036 | 0.7953+0.2943

The scaled energlnew is then smeared by a gaussian of unit widgfil{) multiplied by

the calorimeter electron resolution:
Esmear= Enew+ GEneWZ(l)- (4.7)

The constanta andf in Equation 4.6 are chosen so that the widtZ ef: eepeaks in data

and Monte Carlo agree [44]. The measured values of thes¢éazdssire given in Table 4.3.
Jet resolutions in Monte Carlo are also seen to differ frooséhin data (see Table 4.4).

In the case where the data resolution is worse than the Maate @&solution additional

smearing is applied to Monte Carlo jets:

0=4/03.— 0%c- (4.8)

A correction factor of 1.034 is applied to all jets to accofartan observed shift in energy
between data and Monte Carlo jets [46].

Muon resolution is parameterized in terms of curvatuygrt

B



TABLE 4.4. Jet energy resolution parameters from Monte Carlo

In| < 0.5 05<n|<10|10<n|<15|15<]n|<20

C 4.263+0.585| 4.607+£0.536 | 3.078+1.693 | 4.828+0.440

S (GeVY/?) | 0.65840.086 | 0.622+0.098 | 0.816+0.190 | 0.00040.595
N (GeV) | 0.044+0.005| 0.058+0.004 | 0.073+0.013 | 0.074+0.009

TABLE 4.5. Muon Monte Carlo Resolutions

Intrinsic resolution parameters

In| <10 1.0<n| <20
A | 0.00152 0.00226
B | 0.0279 0.0479
Data-Monte Carlo correction paramete
In| <10 1.0<n| <20
a | 0.993590 0.973077
B | 0.0236842 0.00365385
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The resolution value& andB measured with Monte Carlo muons are listed in Table 4.5. An

additional smearing is applied to Monte Carlo events to camspte for observed resolution

differences from data:

1

G

+<(B),

(4.10)

wherel(B) is a Gaussian of widtp. The measured values afand are also given in

Table 4.5.
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CHAPTERDS
EVENT SELECTION

Candidatet events are chosen from data collected between June 2002ane12004,
a data set comprising nearly one trillion events. Eventsracenstructed with dOreco
versions p14.03-p14.06, and are passed on to the TopAnpbaege [47]. TopAna-
lyze groups reconstructed objects in each event accordittietidentification criteria de-
scribed in the previous chapter, applies energy correstiand re-formats the data for use
within the ROOT analysis framework [48]. Events are groupgd “DIMU”, "DIEM”,
and “EMU” subsamples (or “skims”), depending on the numimer type of leptons in the
events. Events in each decay channel are selected onlyapgrepriate dilepton trigger for
that channel fired. Events must also contain the signatutg@esducts front — dilepton
decays: two highpt leptons, two highpr jets, and significant missing transverse energy.
Channel-dependent topological cuts are applied to redackegoounds in each channel.
Event selection is designed to select top quark decays asdppress background
events that may mimic the top dilepton signature. Such backgls can come from phys-
ical processes with similar decay products or from eventghvtfake” such signatures
due to instrumentation uncertainties. Physical backgiqurocesses includ&W andwW Z
production and — 11 decays. Instrumental fakes arise fr@m- ¢/ decays in which the
calorimeter records large amountdhf, and from QCD multijet events with mis-identified
electrons or isolated muons. The event selection critesgal in each dilepton channel are

outlined below. The optimization of these criteria is dssed more fully in [49] and [50].

5.1 Triggering on Dileptons

An event is considered for analysis only if it causes a ddeptigger to fire. Level 1 muon

triggers are formed based on the number of hits within themudetectors, while Level 1
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electron triggers fire if a calorimeter tower greater thamadhreshold is found. Level 2
and Level 3 triggers provide partial reconstruction of te1®, and may reject leptons with
low energy or without a central track match.

As both the number of available triggers (or “trigger lisdif)d the algorithms for form-
ing individual triggers evolved over time, the conditions friggering on at event are not
fixed. In general, all muon events must pass a Level 1 muoht‘sgintillator” trigger; that
is, a trigger that requires scintillator hits both insidel @utside the toroid. In the dimuon
channel, two such tight triggers must be present, while éndlectron-muon channel, this
trigger must be paired with a Level 1 electron trigger. Thedld electron trigger requires
an EM calorimeter tower above a certain threshold energgrevthe value of the threshold
is dependent upon the trigger list used to collect the evatd.dLevel 2 muon triggers
require at least one medium reconstructed muon, while L&wdectron triggers require
at least two reconstructed loose electrons. AdditionakL8muon and Level 2 electron
triggers are used in some trigger list versions. A full diggimm of all triggers used in this
analysis is given in Appendix A

Trigger efficiencies in each channel are computed using0/B04 of the toptrigger
package [51]. Efficiencies are calculated based on effieef single-lepton triggers as
measured on data. The efficiencies are generally measutie@ag and probe” method
on candidat&Z decays; a full description of these calculations is progide[51]. The
overall trigger efficiency in each decay channel is caleddty weighting each trigger used
in that channel by its contribution to the total recordedilumsity. The average efficiencies
for the dilepton channels are given in Table 5.1 [49][50].

Luminosity is calculated with version v00-06-03 of the tdg package, along with the
fall2004-pass2-04 version of tapig data [52]. These packages also remove runs in which
detector performance in compromised, as determined bgussubdetector experts. Indi-
vidual blocks of luminosity that have corrupted readout e @therwise marked as “bad”
by the luminosity group are also removed. Runs marked as pahé subdetector may

be usable by other subdetectors; thus the total lumineditiethe three decays channels
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TABLE 5.1. Average dilepton trigger efficiencies

Channel Efficiency (%)
M 92.5+0.4(stat.)
ee 94.0+0.4(stat.)
ep 90.140.2(stat.)

need not be identical. As shown in Table 5.2, though, thenosities differ by less than

25 pb~1 between channels, with all channels recording at leasi®6d of data.

TABLE 5.2. Total recorded luminosity versus trigger list version

Trigger List [cdt (pb~1)
Version MU ee ep
v8 22.02 | 20.08 | 18.25
v9 21.22 | 30.75 | 21.26
v10 7.99 | 15.48 | 15.46

vll 57.26 | 57.38 | 57.26
v12 209.83| 217.41| 209.82
v13 44.31 | 42.97 | 45.82
total 362.6 | 384.1 | 367.7

5.2 Common Event Selection Criteria

The three dilepton channels share a large number of evettissl criteria. Each requires
that an event is marked as “good” by the calorimeter expantd,must contain at least two

jets with reconstructegr >20 GeV. Each jet must also satisfy the following conditions:
¢ |njet| < 2.5. This ensures that the jet is within the fiducial region of taldmeter.

e 0.05< fgm < 0.95, wherefgy is the fraction of the total jet energy found within the
EM calorimeter. The cut at 95% reduces signals from elestrahile the cut at 5%

removes jets created from noise in the hadronic calorimeter
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e fcy < 0.4, wherefcy is the fraction of jet energy in the coarse hadronic layehef t
calorimeter. Since jets are expected to deposit most aféimeirgy in the inner layers
of the calorimeter, cutting on this variable removes jetedpced from noise in the

outer layers

e “hot cell ratio”< 10. This is the ratio of the highest-energy cell to the cethwihe

next-highest energy. This cut removes jets formed fromviddal hot cells.

o Y, > 1, wheren, is the number of towers containing 90% of the total jet energy
Requiring this energy to be spread across at least two toreeiges noise from

individual hot towers.

An event must also contain a “well-reconstructed” primaeytex, meaning that the
vertex contains at least three tracks and is located lodigislly within the active region
of the SMT (zpy| < 60 cm). Two leptons witlpr > 15 GeV must also be found within
the event. Although the lepton flavor and quality can diffetveeen channels, each lepton

must have a reconstructed init@position within 1 cm of the primary vertex.

5.3 Channel-Dependent Selection Criteria
5.3.1 Dimuon Events

The dimuon decay channel requires two opposite-sign mudthspy > 15 GeV. Events
with a reconstructed tight electron are rejected, in ordé&etp the dimuon event selection
orthogonal to that of the dielectron and electron-muon obln Each muon must have
medium quality andhseg+3, with a track-matclx? < 4. In order to distinguish muons
produced in collisions from cosmic-ray muons, the timeshef A-layer scintillator hits
associated with each muon must be less than 10 ns from thedfirtte pp collision.
Muons must also have a DCA to the primary vertex less thascg A dimuon trigger

must also have fired in the event.
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Muons produced vi&dV decays are expected to be isolated from any jets in the event.
Isolation is enforced through the use of thalo(0.1,0.4)and TrkCone(0.5)variables.
Halo(0.1,0.4)is defined as the total calorimeter energy in a hollpw ¢ cone of inner
radiusAR = 0.1 and outer radiuAR = 0.4 around the muon, whil&rkCone(0.5)s the
total pr of all tracks in a coné&R = 0.5 around the muon. The ratios of each of these two
variables to the muopr, defined asatll andrattrk, respectively, must both be less than
0.12 for the muon to be considered isolated.

High-pr muon pairs are produced not just frotdecays, buf decays as well. Opposite-
signed muon pairs may be produced directly fréis or indirectly viaZ — 1T decays in
which eacht decays to a muon. Background muons from the first procesedueed by
assuming each event isZa— pudecay, and then applying)g to the event based on the
momentum of the muons. The formulation of th&is discussed in [53]. Events with
X2 < 2 are considered to kdecays and are rejected from the analysis.

Backgrounds from muons produced either directly or indiyeftom Z’s are also re-
duced by applying a cut on the to&t in the event. This is applied as a contour cut, with
the minimum requireét dependent on the anglep between the leading muon and e
The minimumEr requirement is 35 GeV. This value increases as the direBjaand the
leading muon become more collinear (Figure 5.1). Sinceifstgnt Fr can appear in an
event due to muons with severely misreconstructed momerguemts with aA@ of more
than 175 are rejected. A list of event selection efficiency for eachihef cuts described
above is given in Table 5.3. The totalevent selection efficiency is calculated from Monte

Carlo samples, and is found to belé-0.2%.

5.3.2 Dielectron Events

The dielectron decay channel selection requirements argasito those in the dimuon
channel. Two reconstructed tight 15 GeV electrons of ogpasgn must be present in

the event. A dielectron trigger must also have firedl— ee backgrounds are reduced
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TABLE 5.3. Dimuon event selection effficiences

Cut Efficiency
Two track-matched muons,0.301+0.004
oppositely-charged,
with pt > 15 GeV
Veto on tight electrons | 0.998+0.001
Dimon Trigger Efficiency | 0.92540.004
Two jets, 0.731+0.007
with pt > 20 GeV
Good primary vertex | 0.9754+0.002
within SMT active region
Muons within 1 cm 0.829+0.007
of primary vertex,
with DCA < 30pca
Both muons isolated; | 0.754+0.009
rattrk<0.12, rat1%0.12

Zx%fit <2 0.806+0.009
Et contour cut 0.636+0.012
Total 0.064+0.002

by applying a cut on the invariant mab, of the two electrons. Events in which the
dielectron invariant mass is near to the mass of Zh@0 GeV < Mge < 100 GeV) are
rejected. A cut orfzr is placed on surviving events to further reject backgrour@sly
events withMee < 80(> 100) GeV andFt > 40(> 35) GeV are kept for analysis.

Jets and leptons from top events are expected to be digtdwita more spherically-
symmetric manner than jets and leptons from backgroundegeas. Backgrounds can thus

be reduced with a cut osphericity defined as:

1
S = ;(Q1+Q2>7

whereQ; andQ> are the two leading eigenvalues of the momentum tensor fbibgeall
jets and leptons in an event. Events wjith<0.15 are rejected. This cut is particularly
effective in reducing Z» 1t — eebackgrounds.

A list of all selection cuts for the dielectron channel appgaa Table 5.4, along with
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the efficiency of each cut. The total efficiency for selectitg eeevents is measured in
Monte Carlo to be 8.20.2%.

TABLE 5.4. Dielectron Event Selection Effficiences

Cut Efficiency
Two track-matched electrons, 0.219
oppositely-charged,
with pt > 15 GeV
and likelihood> 0.85
Dielectron Trigger Efficiency  0.940

T

Two jets, 0.695
with pt > 20 GeV
Good primary vertex 0.975
within SMT active region
Electrons within 1 cm 1.000
of primary vertex,
Mee Ccut 0.855
F cut 0.762
s >0.15 0.936
Total 0.082

5.3.3 Electron-muon Events

Event selection in the electron-muon channel requires oaedium muon and one tight
electron. The electron-muon pair must be oppositely clthrged must cause at least one
eutrigger to fire. Muon bremsstrahlung background is redugagguiring the electron not
to share a track with any muons within the event. Events withdr more tight electrons
are rejected in order to provide orthogonality with the eatton channel.
Because the electron-muon channel is not contaminatedrbygtdi — /¢ decays, its

selection criteria are somewhat looser than indbandpp channels. The likelihood cut
on the tight electron is reduced from 0.85 to 0.25. As will hewsn in Section 5.4, this

increases top selection efficiency while still providingedfective cut on QCD fake back-
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grounds. Each event must contain at least 25 Gel70fA cut is also placed ohl%, the

total transverse momentum of the leading lepton and twanggets:

Hf = > pr(2leading jets+ pr(leading leptoh > 140 GeV.

The total efficiency of all electron-muon selection cutstomlecays is found to be

10.8+ 0.2%. The efficiency of each cut is given in Table 5.5.

TABLE 5.5. Electron-Muon Event Selection Effficiences

Cut Efficiency
One Tight track-matched electrop, 0.494
pt > 15 GeV,

likelihood>0.25,
containing no muon track
One medium isolated muon, 0.469
pt > 15 GeV,
with opposite charge of electror
Electron-Muon Trigger Efficiency 0.903

Two jets, 0.699
with pt > 20 GeV
Good primary vertex 0.960
within SMT active region
Leptons within 1 cm 1.000
of primary vertex
Zr > 25 GeV 0.892
HE > 140 GeV 0.864
Total 0.108

5.4 Event Yields
The expected number of top events in each dilepton chaNfgl.is given by:

N = £ Gtop x BR(E — £0) / cdt, (5.1)
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wheree’ is the selection efficiency for the channBR(tt — ¢¢) is the branching ratio
for the channel, andiop is the Run Itt cross section. Background yields are calculated
in a similar manner, by multiplying their cross sections bgit selection efficiencies and
the total integrated luminosity. In the case of backgrounidlsout known cross sections,

yields are estimated directly from data.

5.4.1 Z/yDecays

The dominant backgrounds in th@ andeechannels come frord/y — ppandzZ/y — ee
events, respectively. In principle, such decays shouldiberated by theZ cuts in those
channels. However, noisy calorimeter cells or towers ormsumith poorly reconstructed
momentum can lead to substantial “fal&” in an event. Such events are modeled in Monte
Carlo with a sample of Alpged — ¢/ + 2 jet decays. Yields for dileptons with masses in
the range 75 Ge\k My, < 105 GeV are compared between Monte Carlo and data. A
correction factor of 1.02 is applied to the Monte Carlo cresstion to obtain agreement
with data. The expected number of background events is tlenlated by multiplying the
Monte Carlo cross section by the fraction of Monte Carlo événat pass the selection
cuts. Backgrounds frord/y — 11 decays are estimated in a similar manner for all decay

channels.

5.4.2 WW and WZ Decays

WW+2 jet andW Z+2 jet backgrounds are also estimated from Alpgen MontedCain-
ples. The cross sections in these samples come from leadi&gy-theoretical calculations.
Unfortunately, NLO calculations for these backgrounds dbexist. However, NLO cal-
culations foWW andW Z decay cross sections (without extra jets) do exist. andaaned
to be 35% and 38% greater than the respective leading-oedeulations. The two jet
background yields are thus scaled up by these amounts. nsytsteerrors equal to these

increases are assigned to each background.
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5.4.3 QCD Fakes

Significant backgrounds are also produced from QCD evenidioh a jet fakes an elec-
tron signature. A fake muon signature may be produced bylsptanic heavy flavour
decays in which the muon appears isolated from the heavilgeMonte Carlo exists that
models such processes. The probability for an event to toaither a fake electron or a
fake isolated muon must be estimated from data.

Fake muons in the dimuon channel are estimated from dimuariehich the leading
muon is required to be non-isolated. All other event sebectuts are applied as described
in Section 5.3.1. The isolation efficiency is then measumedhe second muon in order
to estimate the muon fake ratg,. The isolation efficiency on signal eventsgyg, may be
computed frontt Monte Carlo. The fake and signal isolation efficiencies aetl to be
2.2+ 0.6% and 868+ 0.5%, respectively. The fake backgrouhd,ke can then be cal-
culated by measuring the number of events with one tight n{dgih and the number of

events with two tight muond\;):

Nt = Niop+z + Nfake (5.2)
Nit = €sigNtop+z + fuNrake (5.3)

A total of 10 events are found in data for tNg sample, while two events contain two tight
muons. This leads to a fake muon background yield.®88- 0.03 events.

The fake electron ratefe, is calculated from a sample of loose dielectrons in data.
Events withEZr < 15 GeV and with 75 Ge¥ Mge <105 GeV are excluded to remove W
and Z backgrounds. Remaining electrons are assumed to daqaw from QCD events.
The fake rate is taken as the fraction of electrons that pgistsselection cuts, and is found
to be 016+ 0.01% in the central calorimeter, and26+ 0.02% in the end caps. The overall
fake yield is determined in much the same way as for dimuontsyéy comparing data
events containing one tight and one loose electron withteveantaining two loose elec-

trons. An estimated fake background o®9+ 0.03 events is found from this procedure.
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Source Channel
ey | ee | uu

tt signal 9.80 735 | 3.4870.35 04 | 2.5440.07

Z—1t 0.73+£0.16| 030977 |0.07+£0.02

Z—ee - 0.45+0.15 -

Z— uu - - 0.954+0.14
WW/WZ 0.74+0.27| 0207971 | 0.20+0.03
QCD fakes | 0.32+£0.29| 0.09+0.03 | 0.1340.03

Total Background 1.79+£0.43| 1.04'95; | 1.354+0.15
Observed Yield 15 5 2

Fake yields in the electron-muon channel are calculated sim@lar manner to the
dimuon and dielectron channels. Fake events can occur &itme fake electrons or fake
muons. The electron likelihood cut of 0.25 is sufficient teaty reduce the fake electron
background, as shown in Figure 5.2. The fake muon yield inddo be nearly negligible
in this channel.

The expected signal and background yields for this analgisshown in Table 5.6.
The observed number of events in the dimuon, dielectronesewron-muon channel are

2,5, and 15, respectively.
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CHAPTER®G
MASSTEMPLATE GENERATION

Once candidatét events have been selected, the mass of the top quark mustédse de
mined from the resulting decay products in the event. If thergy and momentum of
all of the products were known, then the top mass could benstnacted directly from
these observables. Unfortunately, the presence of twainesatwithin the decay limits
one’s knowledge of the event kinematics. This chapter de=sithe so-called “neutrino
weighting” method, a procedure developed during Run | [84¢valuate the top mass in

the absence of sufficient kinematic event constraints.

6.1 Neutrino Weighting

A schematic of @t — dilepton decay is shown in Figure 6.1. A total of six decaytipkas
are produced from the pair, with each particle described by an energy-momentum fo
vector. Thus, the decay is characterized by a set of 24 kineparameters. The masses of
all the decay particles are known, leaving a total of 18 iraglent parameters in the event.
Twelve of these parameters are measured directly from mumeof the reconstructed
leading two jets and two charged leptons within the eveng Adutrinos in the event are not
measured directly. However, the vector sums of their moomanh thex andy directions
are measured a& and [z, These values provide two additional kinematic constsaint

Another two constraints are produced from energy conservat the W decays:

My = (Ej+Ev)?— (B+ By)? 6.1)
My~ = (Er+E0)” — (B + ) 6.2)

A final constraint comes from requiring that the mass of thpeatiod anti-top be equal.
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FIGURE 6.1. Att — dilepton decay.

Thus, event measurements yield a total of 17 constraintsesytstem, one short of the
number needed to completely describe the kinematics ofytbters. An extra constraint
is applied by simply assuming a value of the top mass. Aduttiy, the measurelly and
FZy are ignored, and a rapidity; is assumed for each neutrinoThis approach removes
two constraints, but applies three more, making the systdwalsle. The solution for the
momentum of each neutrino is quadratic, so that there carm lbe four real solutions for
eah choice of top mass and neutrino rapidities. These sohkitire derived in Appendix B.

These solutions are derived by assuming the correct pgefaeach of thé quarks
within the event. However, in data events, it is not known chhjet came from a top
quark and which came from an anti-top. Thus, solutions aleulzed for both of the
permutations ob quark parentage, using the leading two jets in the evens dtubles the
number of possible solutions per event.

Once solutions are found for an assunmag, they are assigned a weightbased on

how well the calculated neutrino momerjiaagree with the observed MET (hence the
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name “neutrino weighting”). The weight is defined as:
(Ej — py, — Pz)?
2
%

Here,q% andq% are thefZ, andF, resolutions as measured usifg- 2 jets data, and

Wmopnin) = Y [ exel— ) 63

solutionsj =X,y

are found to be:

0g, = 6.85 GeV+0.035x S punclus (6.4)
0F, = 7.43 GeV+0.021x Y gunclus (6.5)

where y EYNClUs s the scalar sum of the unclustered calorimeter energyiwih event
[55].

It is unlikely that a single randomly chosen set of valueopfquark mass and neutrino
rapidities will produce a real solution to the kinematic atjons discussed above. Thus,
the solution method is repeated for a range of assumed topemastarting at 80 GeV and
increasing in 2 GeV increments to 330 GeV. At each mass psahtitions are attempted
on multiple choices of neutrino rapidity pair values.

Monte Carlo parton-level studies show that rapidity dmttions of neutrinos from top
guarks are well described by a gaussian distribution, assihmFigure 6.2. Furthermore,
Figure 6.3 illustrates that the width of this distributioactleases slightly with increasing

top mass. The width is parameterized by top mass according to

0y (Mop) = 1.485— (4.618x 10 °)myop+ (1.038x 10 2)nf . (6.6)

This dependence allows for judicious choices of neutriqudities for use in the neu-
trino weighting method. At each assumed valuemgf,, a gaussian distributiog(n’) is
defined, with width given by Equation 6.6. The gaussian isdéi@ into ten sections of
equal areas, and rapiditigsat the points/™, g(n’)dn’ = 0.05,0.15,...0.95 are calculated.

Solutions are attempted for each neutrino at each of thesditsapoints. This produces a
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solution for 100 rapidity pairs, arranged in a400 grid in {11, n2) rapidity space. Weights
from each solution are added together, producing an owgeadjhtw for a given top quark

mass.:

W(Mop) = 5 > W(Mop, N1,N2) (6.7)
N1 N2

6.2 Monte Carlo Tests

If the rapidities of the neutrinos from a top decay were samaeknown a priori and
the momentum of each lepton abdjuark were measured exactly, the neutrino weight-
ing method guarantees that the event weighwould be non-zero at the mass of the top
guark. However, the method cannot guarantee that no sofixist for other mass values.
An “incorrect” assumption about neutrino rapidity or jegiton combinations may still be
kinematically consistent with a top decay. Additionallyjtie detector resolutions and the
hadronization ob quarks into jets prohibit measuring the parton momentatgxasuch
mismeasurements can dramatically change an event weighigivenmyp. These effects
must be studied in Monte Carlo events in order to determiaaiiefulness of the neutrino

weighting algorithm.

6.2.1 Parton-level Tests

Event weights are first calculated for events selected fronmtiel Carlott samples using
parton-level information for all final-state particles. @l of nineteen Monte Carlib sam-
ples exist, with each sample corresponding to a differesuiragd top quark mass. Event
weights are generated for top quark masses ranging in 5-Ga¥ments from 10 GeV to
210 GeV. Weights are also generated for assumed mass of 32® 20, and 230 GeV.

In the parton-level tests, dil quarks used to generate weights are required to be iden-
tified with a top quark parent. All leptons and neutrinos nae@whe fromt — W decays.
Missing transverse energy is calculated directly from th@lcined momentum of the neu-

trinos.
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Weights are calculated for each of the nineteen Monte Gadamples. Event weight
distributions for individual events from a given sampledda peak sharply near the as-
sumed mass for the sample, as in Figure 6.4(a). This is natalthe case, as some events
contain peaks far from the assumed mass (see Figure 6.Hbyyever, Figures 6.5 and
6.6 illustrate that, when event weights are summed ovega lanmber of events, the peak
of the overall distribution nearly matches the input madsesE figures represent between

300 and 1300 events, depending on the Monte Carlo sample used

6.2.2 Reconstructed Particle Tests

The parton-level tests show that event weights generated frarton-level information
from a large number of Monte Carlo events can produce infaomabout the mass of
the top quarks used in the Monte Carlo. These tests are eghaaing information from
reconstructed particles from the Monte Carlo. Particlesraconstructed with the event
generation and detector simulation packages describedhapt€r 4.1 of this document.
This reconstructed information mimics data recorded indétector during actual colli-
sions.

In these tests, the momenta of thejuarks are replaced by the momenta of the two
largest reconstructed jets. Parton-level informatiorudlparticle parentage is lost, so jets
and leptons are no longer required to have been createddquiarks. Missing transverse
energy is computed from energy in calorimeter cells and freconstructed muons rather
than from the neutrinos. These effects cause the loss afnaioon about the top decay,
and the event weight distributions broaden significantijmpared to those in Figure 6.5,
as Figure 6.7 demonstrates. The peaks in the distributiaysatso be significantly shifted
from the input mass value, as shown in Figure 6.8.

The particle-level test assumes perfect reconstructiati particles. However, as indi-
cated in Chapter 4, the finite detector resolution createsntainties in the measurements

of particle momenta. To compensate for this, the momentumach jet and lepton is
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randomly smeared according to its resolution. Such smgaam dramatically alter the
shape of the event weight distribution for event, since seteavents may have solutions
unavailable to unsmeared events, and vice versa. EventBuseepeatedly smeared un-
til the shape of the event weight distribution stabilizesisTis shown in Figure 6.9. It is
found that smearing each event 150 times is sufficient toymed stable distribution shape.
These smearings further broaden the width of the event wdigtributions. Event weight
distributions from smeared events also show greater disagent between the distribution
peaks and input top quark masses than was seen in eitherrtioetevel or unsmeared

particle-level tests (Figure 6.10).

6.3 Template Generation

As Figure 6.11 illustrates, the widths of the smeared evesig distributions are much
larger than the 2-GeV increments used to generate theldisons. The root mean square
(RMS) of the distributions ranges from approximately 30&8/, with the width widening
slightly with top mass (see Figure 6.12). Thus, the evenghltsimay be coalesced into
coarser mass bins without loss of information. A bin size ®fG2V is arbitrarily chosen
as a coarse binning that still remains smaller than the sstalbserved RMS value.

Each event weight is rebinned from 125 2-GeV increments ta5tGeV increments,
as in Figure 6.13. Each event weight is also normalized ttyusw that the event may be
completely characterized by a nine-dimensional weightare@. The components of/
are the weights in each bin of the coarse histogram. Theatmlteof weight vectors from
all of the events in a mass sample are referred totamalate Templates are generated for
Monte Carlo top masses from 120 to 230 GeV. By comparing dagate to templates for
each mass, the mass of the top quark may be determined. Ttethils of this comparison

are described in Chapter 7.
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6.3.1 Background Templates

Templates from background processes are generated inrtfeersanner as for top decays.
The main difference between the two is that background tetepkend to contain far fewer
events than top templates, as event selection criteria designed specifically to reduce
backgrounds. The typical background template size is ootther of 50 events, while top
templates contain 250-2500 events. This results in sumgesiteveight distributions that
are much less uniform for background than for top eventshaws in Figure 6.14. The
sample size of background templates is small enough thiaddogl event peaks are visible
in the distribution sums. This introduces an uncertaintyh® shape of the background

templates; the effect of this uncertainty will be explorecCihapter 8.

6.3.2 Null Weight Vectors

Even with multiple detector smearings per event, it is gueghat an event may yield no
real solution for any choice of top mass. Such events wouwdyre a total event weight
of zero, and thus create a non-normalizable weight vectbes& events are ignored, and
no weight vector is produced for them.

Instead, this effect is treated asla factoadditional selection cut. It is found that one
out of every 500 or stt events has no real solution, a selection efficiency of 99.8%.
one might expect, this effect is larger in background evenmith an average of 4% of all
background events failing to produce a solution. With thests applied, the expected
yields described in Chapter 5 are revised to those shownble®l. Of the 22 events
originally selected from data, 21 pass this new selectiderasn. The remaining event
(in the pp decay channel) produces no solution consistent withdecay. Event weight

distributions for these 21 events are shown in Figures 66L57.
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TABLE 6.1. Expected Yields in Dilepton Channels, including TemtglGeneration Effi-

ciency

Source Channel
ep ee | UL

tt signal 9.79 3.48 2.53

Z 11 0.70+£0.16 | 0.29'573 | 0.07+£0.02

Z—ee - 0.43+0.14 -

Z— uu - - 0.91+0.13
WW/WZ 0.71+0.26| 01931 |0.18+0.03
QCD fakes | 0.31+0.28 | 0.09+0.03 | 0.134+0.03

Total Background 1.72+0.41| 1.00'5%; | 1.29+0.14
Observed Yield 15 5 1
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Rapidity Distributions of Neutrinos from 175 GeV Top Quarks
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FIGURE 6.2. Parton-level neutrino rapidity distributions for MerCarlott samples with
various values ofn,op. Gaussian fits to each distribution are also displayed.
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CHAPTERY
LIKELIHOOD FIT

Once event weight vectors have been created for all Monte @=ents, it remains to
compare them to weight vectors from data events in order taimla measurement of the
top quark mass. This comparison is made through the use ofiam likelihood fit. This

chapter explores the formation of the likelihood functiaed for the fit, the optimization

of parameters within the fit, and the results of the fit on erdesof simulated event data.

7.1 Principles of Likelihood Fits

A probability density function (PDFY (x|a) with a set of parameters allows one to
predict the probability that a set of measurementsll take on a certain value. Conversely,
if the values ofa are unknown, they can be estimated from multiple measurenuénx.

The PDFs from alN events within a data sample can be combined to form a joieliikod

N
L(x|a) = _uf(xi\a). (7.1)

An estimated of the parameterst may be found by maximizing the value of this

likelihood [56]. It is computationally convenient to usetltogarithm of the likelihood:

InL(x|a) = _ilnf(xﬂa), (7.2)

rather than the likelihood itself for this maximization. @ maximum of this function (or,
equivalently, the minimum of-InL) occurs at the sameas for Equation 7.1. Furthermore,
it can be shown that, in the limit of an infinite number of datargs, the uncertainty i6

is described by the region in which the value df(r|a) differs by less than 0.5 units from
its maximum value. Section 7.3 discusses the applicalmfitilis uncertainty estimation to

the low-statistics sample used in the determinatiomgp.
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In this analysisg is composed ofiop and the number of signaig) and background
(np) events in the data sample. The set of observed values nerke number of observed
events in the samplé\j, the set of event weight vector§w}), and the expected number
of background events)§ & oy,), as estimated in Chapter 6.

One could also include an expectation for the total numbeigifal eventsr() in the
setx. However, an estimate @k requires assuming a value for the top production cross
section. As mentioned in Chapter 2, such an assumptionmnryplies an assumed value
of mop. Since this analysis seeks to obtain a measuremenggfwithout a prior estimate
of its value,ngis ignored in the formation of the likelihood.

The parametenss andn, may be easily treated as continuous variables for the pagpos
of the minimization of—InL. It is not so easy to treahp in the same manner, as Monte
Carlo samples exist only for certain discrete top mass galleprinciple, one could use
these samples to create a parameterization of the PDF astafuafmyp, allowing for the
—InL function to be simultaneously minimized with respeatrtgy, ns, andny,. Alternately,
once can minimize theInL only with respect tas andn, at each Monte Carlo mass point,
and then parameterize the resulting likelihood values vagipect tanop.

The second approach is chosen for this analysis. The MINBTT package is used to
numerically calculate the minimum value einL at each mass point. A polynomial fit is

then performed to find the mass value at whidnL reaches an overall minimum.

7.2 Functional Form of the Likelihood

The likelihood function L{W},n,, 0p,N|mop,Ns,Np) consists of three components. Consis-
tency between the observed and expected number of backfewents is enforced through

a gaussian constraint:

1

9(Np, Np, Op) = mexp{(nb —p)2/207), (7.3)

whereay, is the uncertainty in the background yield.
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A Poisson constraint requires agreement between the tosareed number of events

and the sum o andny:

Ns+ np)Ne (Ns+)
o(ns+ np, N) = b)N' . (7.4)

The remaining likelihood componebt({W}|mop, Ns,Ny) describes the probability that the
set of observed event weight#/} agree with the template weights for a giver,,. The

overall likelihood may thus be written as

L({W}7 rTb? Ob;, N | mtop, Ns, nb) = g(nb7 rTbv 0b> p(nS+ Np, N) L* ({W}|m0p7 Ns, nb) : (75)

The functionL* is calculated from the probability that each observed wieigictorw is
consistent with either a signal or background event. Thabability is calculated through
the use of the continous signal and background probab#itsiies,fs(W|mop) and fip(W).
These signal and background functions are not known dydmtit are instead estimated
from the event weight vectors within their respective tesigs [58]. A kernel function
K is placed at the value of each event weight vector, and thieapitity densityf (W) is

estimated by averaging over all vect«iﬁ%c within a Monte Carlo template:

N & @MC
F(W) = @ ifK(%) (7.6)

The resulting functiorf (W) provides an estimate of the agreement of the observed weight
vectorw and the weight vectors within the Monte Carlo template. is thnction,his a
smoothing parameter that may be tuned to optimize the pedoce of the likelihood fit.
This optimization is discussed in Section 7.3.

A gaussian is commonly used as a kernel function, and sesvasanvenient choice
here. The kernel function is defined as a multidimensionasgian over the nine dimen-

sions of the weight vectot:

9 2
K(X) = (2n1)9/2 Jllexj 2. (7.7)
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The normalization of this gaussian assumesXhmaay take on any value. However, the

normalization of the weight vectors implies that

ixi <1l (7.8)

The normalization of the gaussian should thus take place aver this allowed space.
Since such a normalization is computationally intensimengegration is instead performed
over the hypercube € x; < 1, and the result is used as a normalizing factor for the kerne

K. The signal probability densitys(mop) may then be expressed as
Nmc(Mop) 9 exg—(wj — w’}{'C)Z/ZhZ]

fs(Wlmo p) = (7.9)

1
N i; =1 flexp[—(wf — w2 /2n2)dw
0 :

This limits of the normalization integral are not strictlgreect, in that they allow individual
weight vector components between 0 and 1, rather than aggptiie stricter requirement
of Equation 7.8. However, the effect of using these loosédim small, as seen in Section
7.3.

The background probability density is defined similarly.cBease there may be mul-
tiple backgrounds within a channel, the contribution fromate backgroundt is weighted

according to its expected contribution to the overall backgd,by:

% - % (7.10)
S b
Here,ny k is the expected number of background events fronktheackground, anl:ill'(\"C
is the number of weight vectors within the template for thatkground. The weigHy
may differ from the ratio ofi, k to the total expected backgroungldue to the fact that the
number of events within a template is not constant for alkgaaunds.

The background probability density is found by summing @leevents in each back-

ground template:

. bg k 9 _ ' _le\{|C)2/2h2]
fo(W) = —gp— Z I_L - . (7.11)
T3 DN K i w —wh€)2/2h2]dw
0

E

ex
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Finally, the overall likelihood may be expressed in termd$sand fy, as

N VY W

o 3 Ns fs(W|Mop) + Np o (W

L({W},nb,N|mop7 Ns, nb) = g(nb,nb,ob) p(ns-i- nb,N) |_| s s( | noj—)nb ( )
i S

The negative logarithm of this function is then maximizethwespect tms andn, at each

. (7.12)

Monte Carlo top mass. A fit is performed on the resulting Ikabd points to find the most
likely value for the top mass. This fit is discussed in thedwihg section.

A full treatment of the PDE method requires transformingwlegght vectorsy; into a
basis in which the elements of the vectors are uncorrel@tudle a simple linear transfor-
mation can diagonalize the covariance matrices of bothitmabkand background proba-
bility densities, such a transformation creates computati difficulties in evaluating the
integrals in Equations 7.9 and 7.11. Preliminary attemptsvaluating the probability
densities in the transformed bases were found to incre@&seatmputing time needed to
evaluatefs and f,, but showed no improvement over results in the unchangedsbdse
basis change was thus abandoned for this analysis. Carreddietween weight vector

elements were tested through ensemble tests, as deseritiedriext section.

7.3 Optimization of the Likelihood Fit

Once the likelihood function described above is minimiziegbeh Monte Carlo mass point,
it remains to fit the points to a continuous function. The minm of this function is taken
as an estimate of the top quark mass. The range between timaumrof the function and
the points at which the function is 0.5 units greater thamitsimum is used to define the
uncertainty on the mass measurement.

The form of the likelihood fit function is not assumend befamed, but is determined
through tests on Monte Carlo ensembles. The range over \ight must be performed
is likewise unknown prior to ensemble testing. Lastly, tikellhood function contains a
smoothing parametdérwhose value must also be determined empirically.

Fits are tested by forming test ensembles of events from tbet&ICarlo templates.

Ensembles are generated separately inethesp, and uu channels, with the number of
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events in each channel’'s ensemble equal to the observedemaiévents in that channel.
Events from both signal and background templates are iedliinithe ensembles through
the use of a random number generator. For an ensemieaesents withn, expected
background events, a random number between Q\Naisdgenerated. If the number is less
thanny, an event is chosen from the background template. Otheraisevent is picked
from a signal template. In the case where there are multipbgdrounds, an event from

background is chosen if the random numbRmeets the condition

k-1 kK

Z Mpi <R< .;nb,i-

= =
Event weights used in the ensemble are removed from the &@splso as not to bias the
comparison between ensemble and template events. Likelgware then calculated for the
ensemble events. Ensemble tests over the combined dileptomels are performed by
summing likelihoods over the three individual channels.

Due to the finite statistics available in the templates,itedihood values are not known
to infinite precision. An estimate of the uncertainty on ikellhood value is made splitting
each template into smaller “sub-templates”. Likelihoodsgenerated for a test ensemble
using each of these sub-templates. The resulting varianideebhood values is taken as
an estimate of the likelihood uncertainty.

The uncertainty in likelihood values is calculated by gatiag ensembles ensembles
of 21 dilepton events atyop = 175 GeV. For the sake of simplicity, ongusignal events
are used in these ensembles. For a given ensemble of evétem)@ates are divided into
10 sub-templates. Likelihood values are calculated foretmeemble at each mass point
using each of the sub-templates in turn, and the standaidtims of the values at each
mass point are calculated. These deviations are then dibigl¢’10 to provide an estimate
of the uncertainty of the likelihood measurement using thgmal templates.

Table 7.1 shows likelihood uncertainties from five ensentééts of 21lepevents. It
is clear from this table that uncertainties may vary greétyn ensemble to ensemble.

However, no systematic change in the size of the uncertaisity function of top quark
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mass is observed. Thus, the average uncertainty of 0.5&s iadm ensemble tests is used
as the estimated likelihood uncertainty on all mass poihk® exact value of the average
is less important than the assumption that the uncertaidtienot vary with mass, as it is
such variances that can affect the performance of thetigeli fit. The fit is described in
more detail in Section 7.3.1.

Further ensemble tests are performed using sets of 2, 5, asd2templates. The
choice of the number of sub-templates to use for these westanewhat arbitrary. A small
number of sub-templates may not be sufficient to calculaaaanable average. On the
other hand, if templates are divided into a large number bftemplates, the individual
sub-templates may not contain enough events to providesomable estimation of the
probability density. Nonetheless, Table 7.2 shows thatdkalts of these tests are consis-
tent with those seen using 10 sub-templates.

An ideal likelihood fit has the following two properties:

e The mass at the likelihood fit minimum for an ensemble matthesput top mass

Miop-

e The pull distribution for a set of ensembles is a gaussiah witlth of one, where
pull is defined asrttit — Mop)/0L, anday is the uncertainty from the likelihood fit.
A pull width of one indicates that the error estimate from ¢henimum likelihood

+0.5) points is justified.

Ensemble tests are performed on a number of different fitioms, fit ranges, andvalues

to determine the optimal values for the likelihood fit.

7.3.1 Fit Functions

If the likelihood function is gaussian, then one would nivexpect that-InL would be
modeled well by a quadratic fit function. Such a function tesadditional advantage that

any successful fit necessarily contains points at whichuhetfon value is 0.5 units greater



TABLE 7.1. Likelihood uncertainties for ensemble tests usingutBtemplates

Mop Ensemble Test #

(Gev)| 1 2 4 5
120 | 0.72]| 0.59| 0.52| 0.69| 0.63
130 | 0.44| 0.67| 0.40| 0.71| 0.81
140 | 0.73| 0.74| 0.18| 0.58| 0.79
150 | 0.74| 0.60| 0.17| 0.67 | 0.60
160 | 0.48| 0.55| 0.25| 0.50| 0.45
170 | 0.57| 0.47| 0.21| 0.58| 0.52
180 | 0.35]| 0.29| 0.21| 0.16| 0.47
190 | 0.48| 0.51| 0.70| 0.55| 0.26
200 | 0.36|/0.41|0.31|0.55| 0.34
210 | 0.57]0.25| 0.44| 0.67| 0.40
220 | 0.45]/0.38| 0.44| 0.76| 0.34
230 | 0.21]0.42| 0.34| 0.58]| 0.27
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TABLE 7.2. Likelihood variances for sub-templates, averaged alenass points.

Test #

2

Number of sub-templates

5

10

25

O~NO O~ WN

0.45+0.44
0.25+0.15
0.2740.27
0.24£0.21
0.38+£0.37
0.18£0.11
0.55+0.49
0.61+0.61

0.78£0.54
0.34+0.23
0.48+0.37
0.41+0.27
0.43+0.28
0.38+0.26
0.55+0.32
0.56+0.28

0.74+0.38
0.41+0.25
0.54+0.36
0.48+£0.33
0.55£0.35
0.42£0.25
0.72+0.43
0.77/4+0.43

0.75£0.46
0.44+0.26
0.61+0.40
0.52£0.35
0.61+0.39
0.47+0.29
0.81+0.46
0.91+0.42
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than its minimum value. This is not the case for higher ordgyfhich may peak at a local
maximum before reaching a point 0.5 units greater than thenmuim, as in Figure 7.1.
Such fits yield a fit mass but do not necessarily provide a Uussfimate of the uncertainty

on that mass.
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FIGURE 7.1. Quadratic and cubic fits to an ensemble oEgBvents. Note that the cubic
fit reaches a maximum before reaching the (maximum+0.5)poin

The function used for the likelihood fit is determined fronsemble tests performed
using quadratic, cubic, and quartic fit functions. Testspadormed on 1,000 ensembles
of combined dilepton events over all mass points from 120 Ge¥%30 GeV. Ensemble

fit minima less than 70 GeV are arbitrarily set to 70 GeV, withuacertainty of 50 GeV
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assigned in order to reduce the effect of poorly fit enseminhethe average fit. Likewise,
minima above 280 GeV are set to 2880 GeV. It is found that minima occur at such
extreme values only for masses less than 140 GeV or greaper2h0 GeV, where the
number of mass point used in likelihood fits is reduced. Asulised in Secton 7.3.3, these
masses are thus excluded when calibrating the likelihoted. fit
It is found that the cubic and quartic fits do not provide a gigant improvement in

agreement between input mass and likelihood minimum oweqtiadratic fits. The higher
order fits do substantially increase the fraction of ensesblhich do not yield a good
estimate of the fit uncertainty, as illustrated in Figure. 7(Blere, a “good estimate” is
defined as a fit with local maximum values greater than 0.5 @fiove the minimum value
on either side of the minimum.) For these reasons, a quaduaction is used to fit all the

likelihood points.
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FIGURE 7.2. Fraction of dilepton ensembles with good estimated ohftertainties from
guadratic and cubic fits.

7.3.2 Fit Range

Further Monte Carlo tests were performed to determine thgeraf mass values over which
to perform the likelihood fit. Because templates exist folyanfew masses, a fit range

that is too narrow may include insufficient points for detarimg the likelihood minimum.
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Conversely, since the likelihood function presumably goes constant value far from the
input top mass (where the minimization-efnL yieldsns — 0), a fit range that is too wide
will overestimate the uncertainty in the minimum, as in Fegd.3. The best value for the

fit range is found by simultaneously optimizing the rangelie value of thé parameter.

7.3.3 hParameter

As with the fit ranges, the choice bfmust be balanced between values that are too small
and values that are too large. A valuelothat is too small results in a gaussian that
approaches a delta function, yielding no information atlewent weight vectors that do not
exactly match a template weight vector. Values that areaagelbroaden the gaussian and
allow for little distinguishability between weight vecsowith different values.

Ensemble tests were performed fovalues between 0.05 and 0.50, testm@ in-
crements of 0.05. Tests were also performed for fit rangesdset+10 and+50 GeV,
incrementing the ranges by 10 GeV. For each test, 100 enssmbs$ignal and background
events were generated. Fifteen events were chosen fromptbkeannel, 5 from these
channel, and 1 from thguchannel in order to mimic the results from data. The averége o
the likelihood minima at each mass point was plotted ag#msinput mass, with both the
minima average and the input mass shifted by 175 GeV. A lifieanas then applied to the
result:

(Likelihood minimum - 175 GeV}= M(mop-175 GeV)+B. (7.13)

Here, M is the slope of the linear fit, and B is the offset at aswdd 75 GeV. Pull distribu-
tions were also generated, as in Figure 7.4. As not all psititutions appear gaussian, the
root mean square (RMS) of the pull distribution rather tHamwidth of a fitted gaussian
was used to characterize the width of the distribution.

One wishes to find a set of values forand the fit range that generates a fit slope of
M=1, an offset of 0, and a pull RMS of 1. As the plots in Figurg §how, no combination

of h and fit range meets all of those requirements. Valuds afd fit range are instead
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FIGURE 7.3. Fits in the range (a}5 GeV and (b}100 GeV around the minimum for
an ensemble of 1&uevents atmgop = 175 GeV. In Figure (a) the red line indicates the
extension of the black fit parabola beyond the GeV fit range.
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chosen to produce a fit slope and offset near their optimalegahile still generating a
pull RMS consistent with 1.

The values oh and fit range chosen for the likelihood fit are 0.15 ar2D GeV, re-
spectively. Further ensemble tests were performed on L6@bined dilepton ensembles
using these fit values. The resulting pull RMS values haverarage ok 0.94 for masses
in the range 140 to 210 GeV, as shown in Figure 7.7. This aeesagulled down by en-
sembles at low values oftop. Values above 160 GeV show pull RMS values within a few
percent of the ideal value of 1.0. RMS values for masses of 120, 220, and 230 GeV
are not included in Figure 7.7, as a large fraction of evertisese points have fits outside
the allowed fit mass region of 70-280 GeV. Such events appepeaks at pull values of
+1, as in Figure 7.6.

Figure 7.8 shows that the relationship between likelihoadimma and input masses is
adequately described by a linear fit. Mass points below 140 Geabove 210 GeV are
again excluded due to the large fraction of poorly fit minimah@se points. The slope
and offset of a linear fit to the remaining points are 0.96 arfd@eV, respectively. The
deviation of these values from their ideals may be due to ipgcximation used in the
likelihood normalization, as discussed in Section 7.2. Slbpe and offset observed from
the Monte Carlo tests are used as corrective calibratidnrsior the likelihood minimum

observed in data.
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CHAPTERS8
RESULTS

Using the likelihood fit procedure described in the previchapter, event weight vec-
tors from the 21 candidate dilepton events may be comparédetdlonte Carlo signal
and background templates. The result of that fit provides asomement of the top quark
mass along with the statistical uncertainty on that measene. Further studies estimate
additional systematic uncertainties. These studies aerithed in this chapter, and a mea-

surement of the top quark mass is provided.

8.1 Likelihood Fit to Data

The log-likelihood fits for the 1®Bpevents, Seeevents, and ipevent are shown in Figure
8.1. The respective minima are at 1481, 198+ 17, and 183-34 GeV. The combined fit
is performed by summing the logarithms of the likelihoodshe individual channels, as
in Figure 8.2, and the minimum occurs at 178 GeV. Calibratimg according to the fit in
Figure 7.8 yields a top mass of 175.6 GeV, with a statisticalref +10.7 GeV.

The large difference in minima between tegandeechannels is cause for concern,
but is not entirely unexpected. Figure 8.3 shows distrangiof fit minima over 1000
Monte Carlo ensembles @& and ee events withmop = 175 GeV. Roughly 1% otp
events produce minima less than 150 GeV, while 89%eamvents produce minima above
190 GeV. Distributions of minima fronppt events are not shown, as the low signal-to-
background ratio in these events produces a wide range afm@iThis also accounts for
the large statistical uncertainty in thgchannel.

The observed overall statistical uncertainty is in lindvékpectations, as demonstrated

in Figure 8.4. Over 1000 combined Monte Carlo samples opthie events, the average
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statistical uncertainty is 9.3 GeV, with 76% of events fadlbelow the observed uncertainty
of 10.7 GeVW.

8.2 Systematic Uncertainties

Uncertainties in measurements of jet and lepton momentaelisawin the overall jet en-
ergy within an event lead to systematic uncertainties inépequark mass measurement.
Variations in jet multiplicity, template shape, and partistribution functions (PDFs) used
in event generation create additional uncertainties. Bthese variations is evaluated in
turn, and an overall systematic uncertainty is defined byradithe individual uncertainties

in quadrature.

8.2.1 Jet Energy Scale

Miscalibrated jets within an event can create significafftsin the measured top mass.

There are four known factors which contribute to jet mismeasent:
e a 3.4% uncertainty in jet energies for light quark jets,
e an additional 2.1% uncertainty in jet energies fromuarks,
e a 1% uncertainty due to ther dependence of jet energies,

e and a 1.4% uncertainty from differencesnrdependent corrections between data
and Monte Carlo[59][46].

These factors produce a combined uncertainty ef4.4% on the jet energies.

To evaluate the effect of this uncertainty on the mass measemt, event selection is
repeated over all Monte Carlo samples in each dilepton aamith jets with the samples
shifted by+1c prior to event selection. New event weight templates areggad from
events with these revised jet energies, and sample enssmitdecreated from the new

templates. Likelihood fits are made by comparing the newrabges to the original Monte
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Carlo templates. These fits are repeated for 1000 ensemblkbe icombined dilepton
channels. Differences between the new fits and the origihaldi used to estimate the
uncertainty from the change in jet energy scale. Figure Bdbvs that, for an input mass
of 176.4 GeV, jets shifted by-10 increase the value of the output minimum by 3.8 GeV,
while jets shifted by-10 decrease the output minimum by 5.3 GeV. The larger of the two

errors is taken as the uncertainty due to jet energy scaetsff

8.2.2 Jetand Lepton Resolution

The uncertainty in jet energy due to the finite resolutionhef talorimeter is described by
Equation 4.5. The effect of this uncertainty on the mass oreasent is found by generat-
ing templates from Monte Carlo samples in which the jet netsahs have been smeared by
+10 from their default values. Such samples only existrfgsp=175 GeV. Results from
likelihood fits to 1000 ensembles made from these revisegkemare compared with those
from the original samples. As with the jet energy systemadliiferences between the two
results are used as an estimate of systematic uncertaihtylarger of the difference be-
tween the original and-10 samples is found to be ®+ 0.3 GeV, as shown in Table 8.1.
This value is taken as the uncertainty due to jet energy uésaol

Muon resolution is described in Chapter 4.3. The uncestalne to muon resolution is
calculated in much the same way as the uncertainty from gguéons. However, unlike
the case for jets, no Monte Carlo samples exist in which thermmaware smeared by any
value other than their default resolutions. This smearmggplied to all Monte Carlo
muons.

In order to estimate the effect of different muon resoluti@m top quark mass, an
“oversmeared” event sample is produced in which muons asenesared by their origi-
nal resolutions. This sample is compared to samples in wimigbns are re-smeared by
resolutions oft1o of their original values. Comparisons are made from 100@ e

tests atmop = 175 GeV for the new samples via likelihood fits. The maximé#fedence



TABLE 8.1. Likelihood fit minima for smeared jet and muon samplesgh = 175 GeV.
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Jets Muons
Smearing Likelihood Smearing Likelihood
Minimum (GeV) Minimum (GeV)
No Jet Smearing 177.4+0.3 Default Muon Smearing 177.4+0.3
Jet Res. +& 17794+0.3 Oversmeared 1769+4+0.3
Jet Res. -a& 1771+0.3 Oversmeared +d 1769+0.3
Oversmeared 4 1765+0.3

of 0.4 GeV between samples is taken as the systematic umtgrtie to the finite muon
resolution.

The results of ensemble tests on summarized jets and muergsvan in Table 8.1.
Uncertainties in electron momentum resolution are far Ean#ian for either jets or muons.
The effect of such uncertainties on the measured top quass msathus expected to be

negligible relative to effects already mentioned, and isavaluated directly.

8.2.3 tt + Jet Events

Gluon radiation in dt decay can result in a final state with more than two highjets. It

is expected that 32% of events will contain one such extra jet, while 8% will contsi
extra jets. As this analysis assumes that the two highegéts in an event are produced
by b quarks, this can lead to a gluon jet being treated lagea within the event selection
and weight generation processes.

A Monte Carlo ‘tt+1 jet” sample atop = 175 GeV has been produced which contains
one extra jet per event. The effects of this extra jet on thesmaeasurement is evaluated
as with all the previous systematics: event weight ensesrdnie generated from the new
sample and are compared to the original templates via te&Hdod fit. The result of this
comparison is shown in Table 8.2. The difference of 4.1 Gelwben the minima is scaled

by 32%, resulting in an uncertainty of 1.3 GeV due to eventh wmne extra jet.
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TABLE 8.2. Likelihood fit minima fortt andtt + 1 jet samples atyop = 175 GeV.

Process | Likelihood Minimum (GeV)
tt + 0 jets 1754+0.3 GeV
tt + 1 jet 1795+0.3 GeV

There is no Monte Carlo sample for events with two extra jebsestimate this system-
atic, itis assumed that the effect of the second extra jetdotble the fraction of events in
which at least one gluon jet is identified as coming frobrcmiark. It is further assumed that
increasing this fraction leads to a doubling of the 4.1 Geffedénce between the original
and extra-jet templates. The resulting difference is schle8%, giving an uncertainty of

0.7 GeV. This is added to the 1-jet uncertainty to give anaVsystematic of 2.0 GeV.

8.2.4 Event Parton Distribution Functions

As mentioned in Chapter 4.1, the parton distributions in MdDarlo are determined by the
CTEQS5S parameterization. This calculates parton strudtunetions from a phenomenolog-
ical fit of data from deep inelastic scatterinyg,boson production, Drell-Yan experiments,
and collider data. Other fits to this data also exist [60].idtesns in PDFs may contribute
to additional uncertainties in the measurement of the t@plgmass.

To account for these uncertainties, PYTHIA samples aretedefor tt — eu decays
for a number of leading-order and next-to-leading-ordeFRRrameterizations. Samples
are generated aty,p = 175 GeV in theep channel, and a simplified selection scheme
is introduced by cutting on jet and lepton energy as welFas Events that pass these
cuts are used to form ensembles that are compared to thdtddfante Carlo templates.
One hundred ensemble tests of 15 events each are perforneetheauncertainty in the
epchannel is taken as half the difference between the largessaallest fit minima (see
Table 8.3). Since samples don'’t exist for teeand pp channels, the uncertainty in the

overall measurement is found by scaling theerror up by the square root of the ratio of
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TABLE 8.3. Likelihood fitter minima for various PDF samples & events atmp =
175 GeV.

PDF Likelihood Minimum (GeV)
MRST(c-g) LO 1734+0.6
MRST(h-g) LO 1738+0.6
MRST(l-g) LO 1738+0.6
MRST(l-as) LO 1734+0.7
MRST(h-as) LO 1740+0.5
MRST(h-t) NLO 1747+0.7

CTEQ5M MS NLO 1736+0.7

the total number of events and teptotal, /21/15. The overall uncertainty is found to be
0.7 GeV.

8.2.5 Template Statistics

The finite statistics of the event templates lead to an uaiceyt in likelihood values, as
noted in Chapter 7.3. This leads to an uncertainty in thetexasition of the likelihood
fit minimum. This uncertainty is evaluated in much the samemeaas for the likelihood
points themselves. Each Monte Carlo template is split imaler sub-templates, and
ensembles of dilepton events are fit to each of the sub-téespl&ariations in fit minima
across the sub-templates provide an estimate of the tesryotaertainty.

Thirty ensemble tests were performed for sets of 21 dilepi@nts. Templates were
broken into 3 sub-templates, and the uncertainty in fit mimimwas found to be 0.9 GeV.
Repeated tests using 5 and 10 sub-templates yielded untiegaf 0.9 GeV and 1.0 GeV,

respectively. The overall uncertainty is taken as the ayeedd these results, 0.9 GeV.

8.2.6 Background Shape

The low number of background events that pass selectionleads to background tem-

plates containing only a few dozen events. The shape of teegglates is thus less well
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understood than is the shape of the signal templates, whictain upwards of one thou-

sand events. High-statistics background templates maselgsd with the PMCS simulator

discussed in Chapter 4.1. The agreement between eventéiicarariables in PMCS and

the default Monte Carlo is not strong enough for the PMCS bgemknd samples to be used
in place of the original templates. However, ensembles tesihg PMCS samples may be
compared to the original ensemble tests to get an estim#ite efffect of the low-statistics

background templates on the fit mass.

As a cross check, additional ensemble tests are perforniegl crside “dummy” back-
ground event weight templates in place of the original bamkigd samples. Each event
weight within a dummy background is generated from a gans#igribution from 10,000
random numbers. The widths of the event weights vary rangdnmm 20 to 60 GeV, and
peaks are chosen between 170 and 210 GeV. These values aem ¢chanimic the means
and widths seen in the original Monte Carlo backgrounds. Vidiees are tuned for each
dummy background so that the mean and width of the new teenpiatches that of the
Monte Carlo background.

The results of likelihood fits to PMCS and dummy backgroungsshown in Figure
8.6, along with the fit to the original templates. At the meaduit minimum, the PMCS
fit differs from the fit using the Monte Carlo background teatipk by 1.3 GeV, while the
dummy fit differs by 2.3 GeV. These small errors, even withdhemy backgrounds, illus-
trate the relative insensitivity of the likelihood fitter flactuations within the background
templates. As the PMCS templates are expected to be the mmreate representations of
the background processes, the PMCS fit difference is takéimeasystematic uncertainty

on the background shape.

8.2.7 Dielectron Trigger Efficiency

In the selection code for Monte Carlo events in épeandppchannels, trigger efficiencies

are simulated from efficiencies derived with data in thosandels. No such modeling
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is performed in theee Monte Carlo event selection, which means that the MontedCarl
treats thesetriggers as 100% efficient. Since the triggers tend not tabg éfficient at the
electron momentum selection cut of 15 GeV, the events ssldcdm Monte Carlo samples
contain a larger fraction of lowpr electrons than events selected from data.

This effect is taken into account by modeling the ENEV(1,20) trigger on each elec-
tronin a 175-GeV Monte Carlo sample. The turn-on curve fartitigger has the strongest
pt dependence of any electron trigger, as described in [6 n&ware randomly discarded
based on the efficiency of the trigger relative to fieof each electron within the event.
Once again, ensemble tests are used to compare eventsgptesisimulated trigger to
events from the original Monte Carlo.

The variance in output mass between this sample and a santpathe simulated
trigger is found to be 0.4 GeV. This is the variance that wdaddexpected if all events
were selected with the ELELV/(1,20) trigger. Since other triggers are used in sehegti
dielectron events, and since all the other triggers depessl $trongly orpt than does
ELE_NLV(1,20), the overall effect on the measured mass fronediebn trigger efficiency

is assumed to be negligible.

8.3 Final Result of Mass Measurement

The measured top quark mass from 21 dilepton events is 1#/6The statistical uncer-
tainty on this measurement is 10.7 GeV. The systematic tainées are summarized in

Table 8.4. The total systematic error is 6.0 GeV.
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TABLE 8.4. Summary of systematic errors.

Source Uncertainty (GeV)
Jet Energy Scale +5.3
Jet Resolution +0.5
Muon Resolution +0.4
tt+jets +2.0
PDF variation +0.7
Template Fit Statistics +0.9
Background Template Shape +1.3
Total Systematic Error +6.0
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CHAPTERY9
CONCLUSION

The mass of the top quark was first measured during Run | of¢katfion, soon after the
particle was discovered. Measurements made at the timel§yidr and D@ collaborations
indicated that the top quark is by far the heaviest of the kmelementary particles, with a
mass in excess of 170 GeV. Enhancements in the number argyeigroton-antiproton
collisions during Run Il of the Tevatron allow this mass torheasured with much less
statistical uncertainty than in Run I. This thesis providaseasurement of the top quark
mass from “dilepton” decays df pairs, in which each top quark decays tb guark and
aW boson, and in which eadl in turn decays to a lepton and a neutrino. Events are
categorized as eithee el or yy, depending on the flavor of the produced leptons.

Such events are selected from data collected at the D@ detgcsearching for their
decay signatures — two high-momentum jets fromhfgiarks, two high-momentum lep-
tons from théW bosons, and a large imbalance in measured energy withirvéme due to
the neutrinos. Selection criteria are applied to efficiepttk tt events from data while si-
multaneously reducing background events that mimic thisgsignature. After applying
these criteria to approximately 360 pbof data collected between April 2002 and August
2004, a total of e 15ep, and lypcandidate events remain.

The two undetected neutrinos within each dilepton decayeprtethe top quark mass
from being reconstructed directly from observed kinemadicables. Instead, the mass of
the top quark is assumed, along with the rapidity of eachrimeutA weight is assigned to
each assumption based on the agreement of the calculatedmhamof the neutrino pair
and the observed energy imbalance within the event. A rahgesoimed top quark masses
from 80 GeV to 330 GeV are explored, with multiple rapidityasiptions for each mass

assumption. The resulting distributions of event weiglaisus assumed top quark mass
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provide a means of extracting mass information from an event

The top quark mass is measured by comparing the event wegfhbdtions of the
21 events in data with distributions generated from MontdaCsamples oft decays for
assumed top quark masses between 120 GeV and 230 GeV. Dabutizns are also
compared to event weights generated for background presesseach of the dilepton
decay channels. A likelihood fit is performed to determirettp quark mass from these
distributions.

The top quark mass is measured from the 21 dilepton decays1@36+ 10.7(stat) +
6.0(syst) GeV. This result agrees well with the mass of 458 12.8 GeV measured on
dilepton events in Run | at D@, while improving on the uncettaof the Run | measure-
ment. The new result has been combined with a complementetysas [63] and with
events from orthogonal dilepton selection criteria [64ptoduce a measured D@ Run I
top quark mass of 178+ 8.3 GeV in the dilepton decay channel [62]. The combined re-
sult, like the result from the neutrino weighting analysescribed in this document, is in
good agreement with measurements in othelecay channels, and is used in calculating
the current overall world average of the top quark mass as#A72.1 GeV (see Figure
9.1).

The Run Il dataset continues to expand. As of October, 20@8e rihan 1.6 fo! of
data has been collected at D@, as shown in Figure 9.2. Thisgepts a quadrupling of
the dataset used in this analysis. The statistical unogytan mass measurements from
this new dataset can be expected to decrease by a factor ofiedding a dilepton-channel
measurement in which statistical and systematic unceieaiwill be comparable.

As data accumulates further, more work will need to be dormedace the systematic
uncertainties in the measurement. Such efforts have gifeaein undertaken to improve
the uncertainty on the jet energy scale, the dominant systenm this analysis. The in-
creased data yield has allowed for more precise measursioigthie response and shower-
ing corrections applied to jet energies, as described irpténd.2.3. The uncertainty in jet

energies has been reduced from 4.4% to 3% for energies abaBe\2 and it is expected
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Measurements of the Top Quark Mass
(* = preliminary)

CDF-I dilepton — 167.4 £ 114
DO-1 dilepton —_— 168.4 £ 128
CDF-ll dilepton* —— 164.5 £ 5.5
DO-1I dilepton —— 178.1 £ 8.3
CDF-I lepton+jets —— 176.1 £7.3
DO-1 lepton+jets —— 180.1 £53
CDF-ll lepton+jets” - 1709 £ 25
DO-1l lepton+jets —-— 1703 £45
CDF-I alljets —— 1860 +11.5
CDF-Il alljets* —.— 1740 £ 52
CDF-ll b decay length* ——— 183.9 £+ 1538
Tevatron Run Il - 1714 £ 21
o e b b by b b v Ly g Ly gy

80 ‘iDO 120 140 160 180 200 220 240 260
Measured Top Mass (GeV)

FIGURE 9.1. World average afp, from measurements at D@ and CDF.
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that this uncertainty will eventually drop to under 1% [65].

Analysis on a 1 fb! dataset has already begun for thechannel, using the neutrino-
weighting methods described in Chapters 6-7 [66]. The nealyais revises the existing
template-generation scheme in an attempt to reduce thendiorality of the templates
and simplify the PDE calculations. Higher-order polynoifits to likelihood minima are
also being explored. A preliminary measurement on this edpd data set in thepdecay
channel yields a result of 173+ 6.7(stat)f2;(1)(syst) GeV. For the first time, a dilepton-
channel mass measurement limited by systematic unceesimather than statistics, is
within reach. It is hoped (and expected) that the furtherrompments on the neutrino-

weighting method will lead to ever more precise measures@ithe top quark mass.
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w Run Il Integrated Luminosity 19 April 2002 - 22 October 2006
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FIGURE 9.2. Recorded luminosity at D@ versus time
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APPENDIXA
LEPTONTRIGGERSUSED IN THEANALYSIS

Data in this analysis were collected from a constantly amghset of triggers, spanning
versions 8-13 of the D@ trigger list. Although the triggermanged over time, they share
certain commonalities. For instance, all Level 1 muon &iggrequire hits in two layers
of muon scintillators, while all Level 1 electron triggeeqquire towers above a threshold
energy in the EM calorimeter. The requirements for all teiggused in this analysis are

documented below.

A.1 Muon Triggers

Muons in this analysis are required to fire the so-calledhttggintillator” (ormulptxatxx
Level 1 trigger. This trigger fires when hits are present yeta of the muon scintillator
system both inside and outside the muon toroid. In the falwegion of the detector, only
A- and B-layer pixels are used for triggering purposes. Hitthe B-layer are projected
back to the A-layer, and theulptxatxxXrigger fires only if the B-layer hit is within one
pixel in n or @ of an A-layer hit. In the central region, either B-layer odayer hits can
be matched to an A-layer scintillator. Since the B- and Giascintillators span different
regions inn and @ than the A-layer, the matching between layers is more caad
than in the forward region. Matching roads between layeesf@med from detector hit
distributions of samples of 4 GeV Monte Carlo muons. Hitg fall within these roads
cause thenulptxatxxirigger to fire.

Dimuon triggers are formed by searching for two or momelptxatxxriggers within
an event. Twonulptxatxxriggers can fire a dimuon trigger provided that the A-layiés h
for the triggers are separatedrjrand@ by at least two scintillators. The dimuon trigger is

denotedmu?2ptxatxx
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The mulptxatxxtrigger allows for hits within the fiducial area of the muorsgm
(In] < 2.0). Other Level 1 muon triggers are formed from muon hits inithen coverage
of the CFT. The single muon and dimuon version of these trgygee denotethulptxwitxx
and mu2ptxwtxx respectively. Other Level 1 muon triggers make use of gdokind in
the CFT and muon wire chamber hits. These triggers are ndtingais analysis, but are
detailed in [67].

Level 2 muon triggers are satisfied if at least one muon of oredjuality is recon-
structed at Level 2. Although the Level 2 triggers have thmabdity of imposing a cut on
muon pr, such cuts are not used for the triggers in this analysiselL&vriggers require
at least one reconstructed muon of medium quality, and ey ralquire a minimunpy
or central track match for that muon. Exact muon trigger negpents for each trigger list

version are given in Tables A.1 and A.3.

A.2 Electron Triggers

Level 1 electron triggers are formed based on the energy antber of towers found
within the EM calorimeter. Three distinct types of Level #aton triggers are used in this

analysis:

e CEM(1,X) This trigger fires if at least one EM tower with transversergne>

X GeV is present.

e CEM(2,X) This trigger fires if at least two EM towers are present. Eagbet must

contain at least X GeV of transverse energy.

e CEM(3,3) This trigger fires if at least two EM towers with at least 3 GelMfrans-
verse energy are present. Additionally, at least one towst ftrave transverse energy

greater than 9 GeV.

Level 2 electron triggers are formed from the energy of imilial towers as well as

the combined energy from towers within an event. Additidnigigers may be formed by
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summing energies of a seed tower and neighboring tower®l Baviggers require at least
one reconstructed electron, and may require a minirggror that electron. Some Level 3
triggers also require that the electron meets shower slegpgrements. The Level 3 elec-

tron triggers used in this analysis are:
e 1L X One loose reconstructed electron with >X GeV.
e 2LX Two loose electrons, each wiliy >X GeV.
e SHX One loose electron withr >X GeV that passes a loose shower shape cut.

e 2SHX Two loose electrons, each willy >X GeV and passing a loose shower shape

cut.
e SHTX One loose electron witkt >X GeV that passes a tight shower shape cut.

e RD5 One electron reconstructed with the road method [68], a atefbr finding
electrons within jets. The electron must satisf§ & E/p < 1.05 with tight require-

ments, and must have a matching track of at least 5 GeV.

Electron triggers used in theeandepichannels are listed in Tables A.2 and A.3.



TABLE A.1. Dimuon trigger requirements for each trigger list vens

Trigger List| Level 1 Level 2 Level 3
Version Condition Condition Condition
v8-v10 mu2ptxatxx| >1 medium muon None

vll mu2ptxatxx| >1 medium muon >1 track>10 GeV
-OR-
>1 loose muon,
pr > 15GeV
v12-v13 | mu2ptxatxx| >1 medium muon >1 track>5 GeV
-OR-
>1 loose muon,
pr > 6GeV

TABLE A.2. Dielectron trigger requirements for each triggervistsion

Trigger List | Level 1 Level 2 Level 3
Version Condition Condition Condition
v8-v1ll CEM(2,10) 1L20

v12 CEM(1,11)
-OR- total Et of 2L20
CEM(2,6) | two leading towers -OR-
-OR- > 18 GeV SH15
CEM(3,3)
v13.0-v13.1| CEM(1,11) 2L20
-OR- total Et of -OR-
CEM(2,6) | two leading towers 2SHS8
-OR- > 18 GeV -OR-
CEM(3,3) 2L15+ SH15
v13.0-v13.1| CEM(1,11) 2L.20
-OR- total Et of -OR-
CEM(2,6) | two leading towers 2SH10
-OR- > 18 GeV -OR-
CEM(3,3) 2L15+ SH15
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TABLE A.3. Electron-muon trigger requirements for each trigggndersion

Trigger List Level 1 Level 2 Level 3
Version Condition | Condition | Condition
v8.0-v8.4 | mulptxwtxx 1L10
+ CEM(1,5)
v8.4-11 mulptxatxx 1L10
+ CEM(1,5)
v12 mulptxatxx 1L12
+ CEM(1,6)
v13 SHT7
mulptxatxx | >1 medium| -OR-
+ CEM(1,6) muon 1L12
-OR-

RD5
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APPENDIXB
ALGEBRAIC SOLUTION FORNEUTRINO RAPIDITY

The neutrino weighting scheme outlined in Chapter 6 relresalculating the momentum
of each neutrino from momentum measurements ofltlggiarks and leptons in eath
decay. Values ofmop andnneutrino Must be also be assumed. These assumptions yield a
solution for neutrino momentum that is quadratic in natasein shown below.

A schematic of a top quark decay is shown in Figure B.1. Eacticpai is described
by a four-vectorp; = (Ej, Bi), with a mass given by? = p?. Conservation of energy and

momentum implies that
Ptop = (Po+ Pe+ Pv) (B.1)
and
pw = (Pe+ Pv). (B.2)

Assuming that the neutrino is massless, squaring Equaidnand B.2 yields

Mfop — MG — M7 — 2P Po

Pepy + Popy = > (B.3)
and
2pepy = M, — Y, (B.4)
respectively. Combining Equations B.3 and B.4 gives
2ppPy = Mgy — MG — MGy — 2 Po. (B.5)
The productgypy andpypy can thus be expressed as:
Popy = nfop—r;%—rrﬁ, =y, (B.6)
and i
Pepy = Moy M _ az. (B.7)

2
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Vy

W+

b

FIGURE B.1. Top decay with a lepton final product.

Expanding the dot products on the left-hand side of Equati®®é and B.7 and using the

relations
E = prsinm (B.8)
Pz = prcosh (B.9)
yields:
Epr, sintn — pg, pr, cosm — az = py, Px, + Py, Py, - (B.11)

When both equations are solved foy,, the result is:

_ Px Pys a1
Pr, = (Ebsinm — Pp,COSM JPx, + (Ebsinm — pp,COSM )Py, + Epsinin — pp,cos
(B.12)
s . Y S . A -2

E/sintn — pg,coshm
(B.13)

E/sinln — py,cos E/sintn — p,,cosm
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If the following constants are defined:

pr

Ao = Epsinm — pp,cosm
By = - Pyo
Epsinm — py,cosm
Co= i
b= Epsinn — pp,cosm
Ap = Py
~ Eysinm — pg,cosh
B, = py/{
) = "
E/sinln — py,cos
a2

C = - ;
‘ E/sintn — py,cosm
then Equations B.12 and B.13 may be expressed more simply as:

PT, = ApPx, + BbPx, +Cb (B.14)

PT, = APy, +Bepx, +C. (B.15)

Setting the right-hand sides of Equations B.14 and B.15legelals:

Px, = KPy, +E&, (B.16)
where
B_
K=t By
Ap— A
_ G -G
= A A

Squaring Equation B.14 and substituting B.16 producesdh@ting quadratic equation:

0= [k*(A5— 1)+ B — 1] p% +
[2eK (AZ — 1) + 2A,Copk + 2ByCy] Py, + (B.17)
(A2 —1)€? + 2eACp 4+ C2).
The coefficients in this equation depend only @ p;, and assumed values fokgp

andn. The values chosen fon,p andn are described in Chapter 6. Equation B.17 yields
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up to two real solutions for the momentum compongyt Oncepy, is determinedpy,
follows directly from Equation B.16. Thus, there may be 0,04,2 real solutions per

neutrino for each assumption wf,p andn.
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APPENDIXC
LEVEL 1 MUON MONITORING TOOLS

The University of Arizona group at D@ is responsible for tbastruction, commissioning,
and maintenance of the Run Il Level 1 Muon trigger. This sysfierms triggers based on
combinations of Central Trakc Trigger (CTT) tracks, muoimskator hits, and muon wire

chamber hits. This appendix outlines the monitoring andmidstic tools available for the

Level 1 Muon system.

C.1 Overview of the Level 1 Muon Trigger

The Level 1 Muon system consists of three regional triggates; which form trigger
hits in the central, north, and south regions of the dete¢téere, “central” is defined as
—1.0<n < 1.0, “north” is defined as D < n < 2.0, and “south” is defined as2.0 < n <
—1.0.) Each regional crate contains eight “MTCO05” trigger cansthich form octant-level
triggers based on combinations of scintillator hits and Gnacks, and eight “MTC10”
cards, which form triggers from combinations of scintibie and wire hits. Decisions
from these sixteen cards are combined into regional dewssio each crate at the Muon
Trigger Crate Manager (MTCM). The MTCM decisions are in taombined into a global
trigger by the Muon Trigger Manager (MTM). The MTM also cantaan MTCM, and
communicates the global trigger decisions to the Triggantawork. A schematic of the

Level 1 Muon trigger is shown in Figure C.1.

C.2 Level 1 Muon Monitoring

A number of real-time and long-term monitoring tools haverbdeveloped for the Level 1

Muon system. The real-time tools are used by CalMuon (Qaletér+Muon) shifters and
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MTCO5 (x8)
> Central
MTCM

MTC10 (x8)

MTCO05
>8) North To
ot MM o
MTCM Trigger

MTC10 (x8) Framework

MTCO5 (x8)
> South
MTCM
MTCA0 (x8)

FIGURE C.1. The Level 1 Muon Trigger system.

\/

Shift Captains in the D@ control room for constant monitgrof the system. Long-term
tools are used by Level 1 Muon experts for daily and weeklgkb®f trigger performance,
and for diagnostic purposes when there are problems witkytsiem. The available tools

are outlined below.

C.2.1 Real-Time Monitoring Tools

The real-time monitoring tools are designed to identify angjroblems with the Level 1
Muon system, and to alert non-expert shifters to the passialises of such problems.

There are four such tools in current use:

e Power Supply Monitoring The status of the low voltage supplies providing power to
the Level 1 Muon regional crates is monitored by the CalMuaftex, via an online
Graphical User Interfac&gUI) located at/projects/I 1 muo/REGmonitor/CrateMonitor
This allows for monitoring of voltages, currents, and terapgres of all the supplies
powering Level 1 Muon (Figure C.2). Supply trips are repotie shifters automat-
ically via the Significant Event System [69], which issuesia-pausing alarm until

the trip is resolved. This prevents shifters from unknowjirapllecting physics data
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while the Level 1 Muon system is powered off.

~ L1 Muon PS Monitor and Error Register Display - Pil=Iit. 3
File View Help
L1MU Supplies MTCC MTCN MTCS MTM L1C est L1PDTTest |
. c c D D E B F i = o
SHES 45V 45VAmMp 433V 433VAmp 412V #12VAmp  -12V -12¥Amp P His
Concentrator and Centroid-Finder Crates

MCNNA, 5.05 53.47 3.40 96.68 R 003 | 1398 | 007 3564 | Normal |[NGHIN NG Reset
MCNNE 5.02 45.65 3.34 53.35 11.94 006 | -11.85 0.03 3281 | Normal |[NGHEN NGHN Reset
MCNSA 5.07 46.39 3.41 82.40 11.98 0.05 -11.94 0.03 3472 | Normal |[NGHIN NGHMN Reset
MCNSE 5.07 32.96 gi8g 76.54 11.90 034 | 1180 | -0.00 3076 | Normal |[NGHIN INGHN Reset
MENC 5.02 17.46 e 21.6] 11.90 024 | -11.85 0.11 2842 | Normal |NGHIN MG Reset
|

Regional Trigger Crates
MTCE 5.05 7727 542 94.85 1215 148 | 187 029 2983 | Normal |[NGHIN IEGHEN Reset
MTCN 506 | 6409 341 10181 | 1218 146 | 1188 | 015 2876 | Normal |[NGHIN MEGHIN Reset

MTCS 507 67.75 345 | 10950 | 11.79 1.05 -11.94 008 3257 | Normal |[NGHIN IGHENN Reset
Muon Trigger Manager Crate

MTM 498 | 1485 | 324 | sss | 1185 | o027 | 1190 | o020 | 2808 | Normal |[NGHEN NG Rese:
Status |
Reconnect | Clear Parity | Clear LError | Clza[EPrarroirty Exit

FIGURE C.2. Level 1 Muon power supply monitor.

e Beginning-of-Turn Triggers. Each MTCO05 and MTC10 card receives input data
asynchronously, and stores that data in FIFOs. When alllff@d$-on a card go to a
non-empty state, a special synchronization trigger beeiigyh. In normal operation,
all FIFOs are emptied each turn during the sync gap, and geengty on the first
beam crossing after the gap. Thus, the synchronizatiogdrigit should go high at
the start of each turn; for that reason, this bit is known as‘Beginning-of-Turn”
(BOT) trigger. This trigger should fire at a nominal rate oterper turn, or 47712
Hz.

BOT triggers from all trigger cards in a region are summedhwitogical AND by
the regional MTCM and passed on to the MTM. These sums arecibiseparately
for the MTCO5 and MTC10 cards. The MTM in turn forms a logicallB of all
regional BOT BOT-AND signals. It also forms a logical ORBBQT-OR of these
signals. The logical AND and logical OR triggers are sentmttigger framework,

and are monitored by the dagAl [70] system. If the either esthrates differ from
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47712 Hz by more than 50 Hz, an audio alarm is sent in the cortoon. Since
problems with muon or CTT front ends can cause the BOTs toatie¥iom their
nominal value, a re-initialization of the serial commanukli(or sclinit) is issued
along with the alarm in an attempt to re-synchronize thetsiputhe Level 1 Muon
system. If this fails, a second audio alarm is issued, algtthe CalMuon shifter to

check for problems.

Deviations from nominal BOT rates are generally caused ly anthree failure
modes. In the first mode, a front end input fails to send dathetel 1 Muon.
This can be caused by a power outage at the front end, an wgaucpble, or a
problem with the transmitter or receiver of Level 1 Muon ihgiata. When this
problem appears, the BOT-AND signal goes to zero, as the F&®O the problem
input never receives data. In the second failure mode, d &od sends data with
the wrong timing structure. This can be due to shorted or dach@ables causing
glitches in the signal. This problem manifests itself bysiag the BOT-OR signal to
fire at a rate higher than 47712 Hz, as the problem input emptidills its FIFO at
incorrect times. Finally, accelerator clock problems dreottiming issues can cause

deviations in both BOT trigger rates.

The above list of problems is not exhaustive. Other issupstsd cause variations
in BOT rates. For this reason, the BOT trigger rates are teetfilngs checked by
shifters and experts. The triggers formed by the Level 1 Msystem cannot be

trusted unless the BOT triggers are also firing correctly.

Trigger Examine Plots Event data from a representative fraction of events catéct
during a physics run are collected and plotted into histogrevith Trigger Examine,
an online tool run by the Shift Captain. This tool plots dtsitions for a variety of
triggers, including the Level 1 Muon octant-level triggePots are made for three
different trigger types: scintillator triggers, wire tggrs, and BOTs. An example of

these plots appears in Figure C.3. Shift Captains can cloegkréblems in Level 1
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Muon by comparing these plots to template distributions.ulhdescription of the

plots is available at:

http://www-clued0.fnal.gov/"jtemple/LIMU_GM_Plots.h tml
| L1Muo Scintillator Triggers | [Enwkes 2=23) | | {Muo Wire Triggers |
220 Updated on /262006 at 15355 400
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FIGURE C.3. Trigger Examine plots. Central triggers are in bluetmtriggers are in red,
and south triggers are in green.
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e Tight Scintillator Rates CalMuon shifters constantly monitor two specific muon
triggers: mulptxctxx and mulptxbtxx. The mulptxctxx tegfires when tight scin-
tillator hit patterns are found in the central region, while1ptxbtxx fires based on
tight hits in the north and south. These triggers have beed tisoughout the course
of Run II; thus, their rates as a function of luminosity ardlwederstood. Shifters
can compare the rates against expected rates for a givendsityi at any point via
an online GUI located at /projects/I1muo/ratecheck/Exga@UI.py. This compari-
son is also performed automatically whenever a CalMuonestabmpletes an online
checklist at the end of a physics run. Rates can very widedytdioeam conditions;
however, if observed rates differ by more than 20% from tle&pected values, a

warning message is sent to the CalMuon shifter.

C.2.2 Long-Term Monitoring Tools

Additional monitoring tools exist for finding problems whi@ffect the efficiency of the
Level 1 Muon trigger, but which do not disrupt data taking.iiaf these tools run auto-
matically as “cron jobs” of thélmuoonline account, and their output is displayed on the
Level 1 Muon home page:

http://www-dOonline.fnal.gov/iwww/groups/I1muo

The list of ILmuo cron jobs is kept itprojects/I1muo/cronjobs/I1muocromhe function of

each job is described below.

e Trigger Simulator The Level 1 Muon trigger simulatotgimI1lmug is run every
hour, and uses data read from muon and CTT front ends to dintiia Level 1
Muon trigger algorithms. At the end of each hour, compargsare made between
simulated trigger decisions and hardware decisions retftau the Level 1 Muon
MTCMs. Histograms are formed from these decisions witHiheua analyzepack-
age, and are displayed at:

http://www-dOonline.fnal.gov/www/groups/I1muo/analy zeplots.html
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This page is updated to always show plots from the past sexmn af data taking,
as in Figure C.4. Status pictures are generated based ontine of the histogram
distributions, and appear when the cursor is rolled ovedtsiibutions on the web
page. In the case where all distributions match expectstiam “A-OK” symbol is

created, as in Figure C.5a. The descriptions of individaispbelow detail how

these matches are made for each plot.

Distributions containing discrepancies show either miaomajor alert symbols,
along with the pages of the offending histograms (see Fgg@.&b and C.5c). In
the case where the simulator crashes or the histograms tchargenerated, a “?”
symbol is displayed (Figure C.5d). At the end of each day,rarsary of all major

and minor alerts is sent to the Level 1 Muon mailing list.

The plot files generated B¥muaanalyzecontain detailed information about all lev-
els of the Level 1 Muon trigger, and comprise more than 10@viddal plots. Of

particular importance are the following:

— Page 1This page contains all octant-level scintillator, wireddOT triggers
recorded bytsimllmuqg much like the Trigger Examine tool used by Shift
Captains. This page also displays triggers from each CE&dpr thresh-
old formed by the Level 1 Muon system in each octant For therange used
in this analysis, foupt thresholds (1.5 GeV, 3 GeV, 5 GeV, and 10 GeV) were
used for triggering. Beginning with Run IlIb in June, 200&, thiresholds were
used (3 GeV, 3.7 GeV, 5 GeV, 5.7 GeV, 8 GeV, and 13 GeV). FiguesBows
the number of triggers fired as a function of octant numbergnithreshold for
a sample physics run.

All trigger distributions are plotted along with uncerta@s equal to the square

root of the number of entries in each histogram bin. Thes® &ars are not to
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FIGURE C.4. Level 1 Muon scintillator, wire, and BOT triggers.
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be taken as real estimates of uncertainties, but as a gatige toftal number of
events analyzed. Sometimes special circumstances rasudidi detector con-
figurations with few data events collected; the error baosiple a visual cue for
such arrangements and serve to remind the expert that remalistributions

may not match expectations.

Regardless of the status of the rest of the detector, so Btigeganuon systems
and CTT are providing input to the Level 1 Muon trigger, all B&alues in
all octants should have the same value. Any deviation in B@iinfany octant

causes a major alert to be issued.

Page 3This plot shows fractional differences between hardwarevMiig-

gers and triggers simulated directly from muon front endloeg. This pro-
vides a complete check of the entire Level 1 Muon trigger rchait present,
only a subset of available triggers are fully simulated. $meulated triggers
include: mulptxctxx, mulptxbtxx, mulptxatxx, mulptxalimulptxatlx, and

mu2ptxatxx.

As Figure C.7 illustrates, the simulation code for thegggeers does not exactly
match the algorithms used by the Level 1 Muon hardware. THefsences
are due primarily to an early bug in the counting scheme offdheard tight
scintillator dimuon trigger, and to the loosening of triggequiremens for the
central loose wire trigger in central octants 5 and 6. Théseges were made
in the hardware algorithms, but, as of October 2006, haveébaeh fully im-
plemented within the simulator. Differences of up to a fewcpet are thus
expected on this plot. Larger differences indicate a prokteeither front end
or Level 1 Muon hardware, and differences greater than 3esfltrin a major

alert.

Page 6This page shows differences from hardware MTM triggers agdéers

simulated from the Level 1 Muon octant triggers. This prega@ simulation of
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(© (d)

FIGURE C.5. Status figures for (a) good distributions, (b) minortale(c) major alerts,
and (d) unknown distributions.
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FIGURE C.6. Level 1 Muorilmuaanalyzeplots. The plots in the upper right, upper left,
and lower left mimic those produced by the Trigger Examira.torhe lower left plot
shows triggers for each of thg thresholds in each octant of the Level 1 Muon trigger.
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FIGURE C.7. Fractional differences between hardware MTM Triggard triggers simu-
lated from front end readout.
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the MTCM-MTM chain. All triggers used in current triggertliare simulated
in this plot. At present, there is complete agreement batwesdware and
simulation on all triggers (Figure C.8). Hardware triggembs that are not
part of the global physics trigger list are used for diagiegstirposes, and are
plotted in gray. Because these terms may change over timepmeparison is
made between them and simulated triggers. Any differentedan simulated

and hardware triggers causes a major alert to be issued.

Page 24This page shows differences between the Level 1 Muon ougftke
TTK(1,10) track trigger and a simulated trigger formed froatputs from the
Central Fiber Tracker (CFT). In principle, both systemsree the same track
information, so both copies of this trigger should be ideadtias in Figure C.9.
Occasional differences between the two sometimes appethe aate of~ 1

per hour. Larger differences cause a major alert to be raised

Pages 26-28 hese plots perform consistency checks on allghebased Level
1 Muon triggers in the central, north, and south regionsc&each CTT-based
trigger is threshold-based, the firing of any hightrigger should also cause all
lower-threshold triggers to fire as well. These plots teat this is indeed the
case. Threshold triggers are plotted according to whetheotthey correctly

fire all lowerpr triggers.

Under normal circumstances, the histogram containingrecotriggers should
be empty, as in Figure C.10. Figure C.11 shows that firmwags lom hard-

ware issues occasionally can lead to entries in this hiatogfThis particular
plot shows the results from a firmware bug in which 13-GeVgeig were not
correctly propagated to the 6-GeV triggers. The firmware hag since been
fixed, but further problems occasionally arise due to hareviailures. When
such problems create incorrect histogram distributioitegeminor or major

alerts are issued, depending on the severity of the problems
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FIGURE C.8. Comparison between hardware MTM Triggers and triggensilated from
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FIGURE C.9. Differences between the simulated CTT TTK(1,10) tiggnd the Level 1
Muon hardware TTK(1,10) trigger.
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FIGURE C.10. Result of consistency check on CTT-based triggergmunadrmal running
conditions.
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FIGURE C.11. Results of consistency check with bad Level 1 Muon fiangw
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— Pages 36-38hese three pages show hardware-simulator differencelsein t
mulptxalxx, mulptxatxx, and mulptxaxlx triggers, respety, as a function
of region and octant (Figure C.12). These plots allow expeertquickly pin-
point the location of a failing trigger card. A common souagdailure occurs
when a trigger board daughter card lifts from its conneqtimg, causing hard-

ware triggers to fail to fire.

The mulptxalxx hardware trigger is the simplest to simulateit fires on a
single layer (generally A-layer) scintillator hit. This tus the most well-
understood of the simulated triggers. Any excess of siredlatver hardware
triggers in this channel is cause for special concern, andrg¢es a minor alert.
The mulptxatxx and mulptxaxIx require more sophisticaigder conditions,
and are known not to be perfectly simulated. Simulator esegf these trig-
gers do not create alerts, but are still plotted for the exjoeview (see Figure
C.13).

e Rate Plotter This tool makes plots of rate versus luminosity for all LeteVluon
triggers, using luminosity recorded in the Beams Divisioatification web page
[71]. Rates are gathered once per hour via a haaitor instance created by the
start AOTmontool in the/projects/[1muo/ILmAOTmondirectory. This update fre-
quency is increased to once every ten minutes for lumiressitieater than 1@B0cm 2s 1
in order to better understand trigger behavior at high lwsity. Theratefilessubdi-

rectory stores all recorded ratelists.

Theweekscript.slscript in/projects/|ILmuo/ratecheck/newragenerates plots of rate
versus luminosity from the recorded ratelists. This sagptun once per hour at
41 minutes past the hour, and its output is linked to the Lévwsluon home page.
Sample plots for thenulptxatxxmulptxatlx andmulptxattxriggers are shown in
Figure C.14.

The generated plots are particularly useful for identigyinns in which a hot muon
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FIGURE C.12. Simulator and hardware excesses fomtlid ptxalxxrigger.
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FIGURE C.13. Simulator and hardware excesses fomtlod ptxaxIxrigger.
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input results in a higher-than-expected trigger rate.sRNgh known bad rates due
to trigger problems, incorrect luminosity reporting, ohet issues may be excluded
from the plots by adding their names to the fiadlistcron.pyin the newratedirec-

tory.

Checklist Plotter This tool plots the mulptxctxx and mulptxbtxx rates as réedr
by the CalMuon shifter in the run checklist. Plots are updateery four hours,
starting at 00:11, and are displayed on the I11muo web pagth A& advent of the
Rate Plotter described above, this tool has evolved fronealcbn the Level 1 Muon

rates to a check on shifter awareness and alertness.

Power Supply Archiver This tool records the currents, voltages, temperatures, an
status bits of all Level 1 Muon supplies. It is updated dailyd its results are avail-
able on the Level 1 Muon web page. In the event of a power supplye, this tool
allows experts to precisely identify the cause and time eff#lilure. It is viewed by

Level 1 Muon experts and by members of the D@ electrical stugpoup.

Efficiency Monitor Code for monitoring trigger efficiency resides on the clued0
computer cluster rather than online, in the directompms/gila6/jtemple/analysisxample
Efficiencies are updated weekly, with cluedO scripts jegmple/cronjobs These

scripts search for data reconstructed during the previ@aekw

Unbiased muons are selected from this data by choosingsiremthich either an
electron or jet trigger fired. Trigger efficiencies for Rub lriggers are measured
by plotting the fraction of tight muons with a Level 1 muongger in the same
octant as the muon. This fraction is plotted verpys Because muon trigger roads
were optimized on 4-GeV muons, the average trigger effigientound by fitting a
straight line to the efficiency distribution above 4 GeV. &imal errors are used on
the efficiency points, to prohibit the unphysical conditadrefficiencies greater than

unity.
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FIGURE C.14. Plots of trigger rates versus luminosity for thelptxatxxmulptxatlxand

mulptxattd_evel 1 Muon triggers.
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This method for estimating efficiency differs slightly framihat was done in Run Ila.
During that time, an explicit 4 GeV cut was placed on recartdéd muons. The
muon detector hit requirements on reconstructed muons adjtested so that the
selected muon quality was somewhere between medium artd Efficiencies were
measured simply by calculating the overall fraction of ¢gen which a particular
trigger fired. Binomial error bars were not employed, so theeutainties on the
efficiency could have non-physical values. Figure C.15iHates the difference be-
tween Run lla and Run llb calculations of the mulptxatxxgegefficiency. For
either method of calculation, the mulptxatxx trigger isrfduo be> 95% efficient

on tight muons withpr larger than 4 GeV.

Efficiency distributions are also generated as functiong ahdq. Dips in efficien-
cies on these plots can indicate hardware or firmware prabtmndividual trigger
cards. Figure C.16 shows an efficiency dip n@at O, caused by a failing trigger
card in central octant 0. A second dip occurs ngar4.5, where incomplete muon
counter coverage limits the effectiveness of the tighttdtator trigger. This second
dip is expected to be present, and does not necessarilyatedacproblem with the

Level 1 Muon trigger.

Efficiencies are monitored on a weekly basis, and are pletted
http://lwww-clued0.fnal.gov/ jtemple/effic.html

These plots show the evolution of theulptxatxxmulptxatlx andmulptxattxrig-
gers over time, as in Figure C.17. Breaks in the distributiolicate changes in ver-
sions of the reconstruction code and long-term interrustiof data-taking. In this
particular figure, large uncertainties appear at the staRum Ilb as the efficiency

code was revised and optimized.
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C.2.3 Diagnostic/Control Tools

A number of programs have been developed to supplement tioenated and shifter-
oriented tools outlined above. These allow experts to waddntify and disable prob-
lematic inputs and to quickly change MTM trigger terms foe fiurposes of special runs
or trigger commissioning.

The Level 1 Muon Register Monitor GUI is perhaps the most uisef all Level 1
monitoring tools. It is contained in the san@ojects/I1muo/REGmonitor/CrateMonitor
code as the Power Supply Monitor GUI described in sectionlC Phe Register Monitor
checks all inputs to the central, north, and south triggatesr (labeled “MTCC”, “MTCN?”,
and “MTCS”, respectively) as well as the MTM trigger craté displays the contents of
numerous status registers for each trigger card. The gsplee color-coded: green for
a normal state, yellow for a state of concern, and red for &lproatic state (see Figure
C.18).

The Register Monitor monitors Mask, Lock, Parity, FIFO4HHEHF Full), and Latched
Error registers on each octant-level trigger card. A pnobieith any of these registers
points to a problem in the Level 1 Muon system. The purposeoh ®f these registers is

described below:

e Mask — This shows which inputs are enabled to the Level 1 Muon systa nor-
mal running, all available inputs should be enabled. Ocecesdly, problems with
front ends require that they are disabled at Level 1 Muon. guth disabled inputs

reduced the efficiency of the Level 1 Muon triggers.

e Lock — This indicates that the input front end is connected to tbeel. 1 Muon
system. Bad lock usually indicates that a cable is unpluggelat a front end has

lost power.

e FF Full — This indicates that a FIFO from at least one front end inpabmpletely
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FIGURE C.17. Efficiency versus time for the mulptxatxx trigger.

¥ L1 Muon PS Monitor and Error Register Display / =0%
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MTCS XX1 Oxcfoo 0xfo0 0x0 %800 0x0 Clear Parity | Clear Latch Error |

MTCS XX2 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XX3 Oxcfoo 0xfo0 0x0 %800 0x0 Clear Parity | Clear Latch Error |

MTCS XX4 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XX5 Oxcfoo 0xfo0 0x0 Ox4 0x0 Clear Parity | Clear Latch Error |

MTCS _XX6 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XX7 Oxcfoo 0xfo0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XX8 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XX9 Oxcfoo 0xb00 0x400 0x400 0x0 Clear Parity | Clear Latch Error |

MTECS _XXA 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XXB Oxcfoo 0xfo0 0x0 %800 0x0 Clear Parity | Clear Latch Error |
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MTCS _XXE 0x0 0x0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

MTCS _XXF Oxcfoo 0xfo0 0x0 0x0 0x0 Clear Parity | Clear Latch Error |

Status: [Clear latched error finished

Reconnact | Clear Parity Clear LError | C'g‘[;‘:;‘:” Exit

FIGURE C.18. Status of all register monitors in the MTCS crate. Tieeg color indicates
that all registers are reading back their normal values.
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full, and unable to accept more data. Generally, this ocalmsn one input stops
sending data. The Level 1 Muon trigger cards do not procesvamt until all their
unmasked input FIFOs contain data. If one input fails to s#aid, the remaining

input FIFOs will fill up as they wait to begin processing.

Parity — Parity serves as a comparison of the data sent by a front ghdhe data
received by Level 1 Muon. Bad parity generally indicates thaable is poorly
terminated. Bad parity values can also occur when the imout £nds are not in

their normal running state.

Latch Error — This register stores latched versions of the Lock and FHé&gilsters.
It also contains a latched “FIFO Empty” status bit, whichassed if an input FIFO
goes empty before all of its expected data is read by Level a&rMiihis may indicate

a problem with an input cable or with the data being sent byatfend.

Whenever an sclinit is issued, lock is momentarily lost asflends are reset. The
MTC10 cards also raise FF Full during an sclinit. This is apested response to the

sclinit signal, and does not indicate a problem with Level davl.

If a problem input is found, that input must be disabled todley Muon. This may

be done by directly writing to the mask register of the appedp trigger card, or through

the use of theélmuainputs.pyGUI. This GUI is located inprojects/I1muo/vmeui, and

provides simple “point-and-click” functionality for enting and disabling inputs. The full

use of this GUI is described in [72]; a sample page showingdrttezface for disabling a

CTT input is shown in Figure C.19. This allows the Level 1 Mugputs to remotely direct

the enabling and disabling of inputs by CalMuon shifters.

The MTM trigger logic forms 256 muon-based triggers. Onlyd32hese triggers are

read out by the trigger framework at any one time. Exactlychtiriggers are read out

may be determined by running tHemuainputs.pyGUI in expert mode (by attaching a -x

suffix to the command line when starting the GUI). The triggaay also be set by using
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FIGURE C.19. GUI used to enable/disable CTT inputs to Level 1 Muon.



163

theComicsNotebook.pgUl in /projects/I1muo/vmegui. Figure C.20 shows the main page
of this GUI. Triggers may be set according to their triggemier (0-255). A separate GUI
page provides mapping between trigger numbers and theie cawnmonly-used trigger
names, as in Figure C.21. This GUI allows each MTM trigger ecsbt individually, so
that one trigger term can be changed without affecting @¢ddiag. \When this is done, care
must be taken to ensure that the changed trigger is not p#redfigger list in use by the

run!

C.3 Data Quality

The programs described above combine to provide robusttororg of the Level 1 Muon
system. They allow for quick diagnoses of any problems withie system. Discovered
problems are reported to the D@ Data Quality Coordinatousisin which Level 1 Muon is
determined to be malfunctioning are removed from constaerdor muon-based physics

analyses.
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¥ Comics Download Check GUI -0x%
File Help
MTH | FPD ] Find MTM Trigger Terms | MTH GUI | EXPERT USE ]
Narshor Read Should Bo Status e e Should Be Status
0 7 Set | 16 EE Set |
1 [Taa Set | 17 [ Set |
2 [eas Set 18 EC] Set
3 [255 Set 19 E] Set
a 137 Set 20 [fad Set
5 [as Set 71 [7 Set
6 I Set 22 162 Set
7 [65 Set | 23 EE Set |
8 G Set 24 [E Set
9 [tar Set 25 [z7 Set
10 211 Set 26 249 Set
1 198 Set 27 250 Set
12 [zg Set 28 251 Set
13 ED Set | 29 [z52 Set |
14 I Set | 30 55 Set |
15 [Ga Set 3 254 Set
Welcome
Check all Triggers | Reset | Set All Triggers |

FIGURE C.20. GUI used to set Level 1 Muon MTM triggers.
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¥ Comics Download Check GUI =
File Help

MTHM | FPD | Find MTH Trigger Terms I MTHM GUI EXPERT USE

MTM Trigger Terms Converter

Trigger name: |mulptxatc Find number!

Trigger number: Find name!

Trigger ‘'mulptxatod is term # 49

Add . Write

FIGURE C.21. Map between trigger names and MTM trigger numbers.
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