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20.2.3
EMERGENCY PROCEDURES: 


PLANNED CRYO UPS POWER DISRUPTION



Hand-Processed Changes

HPC Number
Date
Type
Section Number
Initials


1.
_________
_________
____________
_________


2.
_________
_________
____________
_________


3.
_________
_________
____________
_________


4.
_________
_________
____________
_________


5.
_________
_________
____________
_________


6.
_________
_________
____________
_________


7.
_________
_________
____________
_________


8.
_________
_________
____________
_________


9.
_________
_________
____________
_________

Type of HPC Changes
1.
Editorial

2.
Procedural


Approvals


____________________________________
____________


(Particle Physics, MSD, D-Zero Operations)
Date

1
Purpose

This procedure is to be used as a guide to preparing the system just prior to a planned cryogenic control system power outage.  This procedure is used specifically when the UPS is taken off line for a battery change.  The procedure should be started about 60 minutes before the outage is set to occur.

2
Prerequisites
2.1 A planned disruption must be coordinated with the D-Zero run coordinator.

2.2 Extra fuses for the bases are on-hand locally at the base locations.

2.3 The PLC files have been recently backed up to the hard drive.

2.4 Expert personnel are on hand.

3
Procedure


NOTE: The effect on the cryogenic control system will be:

The PLC (LHE, calorimeter, gas) in the cryogenic control room will lose power.

The Silicon cooling system on the south sidewalk will lose power.

The cryogenic bases on the south side of DAB will lose power.

The SCADA and VIEW nodes in the cryogenic control room will lose power.

The ODH rack will lose power.

NOTE: The effect to the experiment will be:

The Solenoid power permit will drop out.  There will be a short temperature and flow excursion for about 30 minutes.

The VLPC cryostat temperature will rise to about 30 Kelvin and will take an hour to cool back down.

The Silicon cooling system power interlock will trip.  It will go into emergency warm up.

The Liquid argon calorimeter pressure will rise from 20.0 psia to about 21 psia, a 30 minute excursion.

The ODH horns and strobes will sound for 5 minutes until reset.

Building ventilation will go into purge mode due to loss of ODH signal.

WAMUS and MDT gas flow will stop because flow controllers will lose power.  May go into a one-pass mode.

The control system computer nodes will have to be rebooted.

There will be many alarms on the operations monitors and FIRUS.

3.1    Visit the shift captain in the main control room.  Notify him/her that you are going to be doing maintenance on the control system UPS.  Show the capatain the “effect to the experiment” list above.  Tell them to disregard ODH FIRUS alarms.  Make sure CFT and Silicon shifters are aware.

3.2    Disable the autodialer alarms that you anticipate will be going into alarm.  Disable; refrigerator temperature, Mycoms, VLPC Lid heater power relays, Mycoms, and UPS inverter status.  Leave the following enabled; commercial power and D0 generator alarms.  They are used to notify personnel outside of the D0 operations group.

3.3 Make a note of all set points before closing and opening valves so that they can be returned to the same setting.

3.4 Close any open vacuum valves especially calorimeter vacuum jackets.

3.5 Close DOBEVXLN in manual and allow the LN2 pot to go empty.

3.6 Put the wet and dry engines in manual.  Bring their speeds down to a minimum.

3.7 Unload the low stage slider of the mycom compressor such that EVHIDIS is controlling at 50% or less.

3.8 Gradually lower EVCD loop #12 set point from 310 psig to a set point such that it controls compressor discharge pressure and EVHIDIS is closed.

3.9 Bypass the ODH chassis. 

3.10 Designate one expert to be on CCRS1 to be responsible for recovery of the Silicon cooling system, then liquid argon calorimeter (remember to reset flow interlocks at bottom of digital alarm page.), then utilities (water, air systems, ODH, if affected, etc.)

3.11 Designate one expert on CCRS2 to responsible for recovery of the helium system cryogenics, VLPC cryostats first, solenoid second, refrigerator cryogenics, then WAMUS and MDT gas systems.

3.12 Station a person at the silicon cage on the south sidewalk in walkie talkie communication with the control room.

3.13 Notify maintenance personnel that you are ready for the UPS maintenance. 

3.14 Reboot and recover the operating nodes, CCRS1 and CCRS2.

3.15 Recover the systems.  The recovery sequence chart and procedure in Emergency Procedure 20.2.1 may be helpful.

3.16 After systems are recovered and all work is completed, reverse preparation steps in this procedure.

3.17 Visit main control room and reset and clear all FIRUS alarms.  Notify captain that work is completed.  Look over the systems well for proper settings.

4
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