1. Data Rates and Sizes

(This section probably is not used, or added to a general section. The table will be replaced by the one from the spreadsheet and might  be in the appendix.)

It is anticipated that the experiment will accumulate raw data at a rate of 1.9 TB per day during the run IIb period, and that simulated data will closely rival the need for storage. This assumes a Raw data rate of 75 Hz  including  detector and accelerator duty cycle.  Table 1. Summarizes the anticipated data storage requirements for data and Monte Carlo in raw and processed output formats. 

Table 1. Estimated data storage needs for Run IIb.(this table has to be taken out or replaced with whatever comes from Chip’s spreadsheet)

	
	 
	1 Day
	1 Year
	4 year total
	

	Event Rate
	75 Hz Average
	6.5M
	2.40 * 10^9
	1.00 * 10^10
	

	Raw Data Rate
	22.5 MB/s
	
	
	
	

	Raw Data 
	300 kByte/ev
	1.9 TB
	710 TB
	2.8 PB
	

	DST
	100kByte/ev
	600 GB
	240 TB
	960 TB
	

	Thumbnail
	10kByte/ev
	6GB
	24 TB
	96 TB
	

	Monte Carlo
	35 Hz
	3M
	1.0*10^9
	4.0*10^9
	

	Monte Carlo
	500kByte
	1.5 TB
	500 TB
	2.0 PB
	

	Reprocessing, etc.
	
	1.0 TB
	350 TB
	1.4 PB
	

	Total 
	
	
	1.8 PB
	7.2 PB
	


There will be a need for significant Monte Carlo data storage. With varying luminosity we may want to merge the same events with zero bias data of different luminosity. This would require keeping D0gstar output files unless we find it more cost effective to simply regenerate the events.  Unless it is more cost effective to start from scratch we will need to keep the D0Sim output which  is more manageable than the D0gstar output. We probably will want to keep MC thumbnail files on disk just like the data, but MC thumbnail events are 3-4 times larger than the data thumbnail events due to the original MC generated data included. With some effort the MC thumbnail files can be significantly compressed but they will still be at least 2 times the size of data per event. If  MC equal to  half of the  data is produced, this will at least double the amount of disk required. The amount of tape storage for Reco output might  be roughly the same per event for MC and data so we would need 50% more tapes. It is clear that not having Reco output in DST format is going to make our life difficult in some cases, but this is a compromise we may need to make.

1. Overview of Data Delivery and Processing
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Figure 2. SAM Station components (see text for details).

The general architecture of the data delivery and processing employed for Run IIa has been extremely successful and we plan to continue using it throughout the coming years. As illustrated in Figure 1, it is based on a network-centric approach and is extremely modular and scalable.  Data mover nodes have storage robot tape drives directly mounted to them, and are used to send and receive data over the network to and from the various sources and sinks. SAM stations (discussed below) provide managed groups of processor and cache disk resources that produce and consume data. The array of SAM stations includes the online data logger, the FNAL reconstruction farm,  the Central Analysis system, a large cluster of Linux desktop machines called CLuED0, several other miscellaneous analysis and calibration stations,  and network connections to remote sites through the WAN.  

2.Data Handling System

The SAM (Sequential Access to data via Meta-data) data management system will continue to be used for all data  handling. SAM provides distributed data storage and access to processing and analysis clusters within the Fermilab campus and to collaborating sites throughout the world.   On compute systems or clusters where SAM is deployed,  referred to as SAM  “stations”,  management is provided in these key areas: 1) disk cache, 2) job dispatch, 3) physics group allocation of  all data and compute resources.  The system is used to catalog each data file produced by the experiment, along with the metadata that describes it. When  files are needed at a particular station, they are replicated to cache disks that are managed by the station server. Stations can take on many forms, single cpu desktops, multi-processor SMP  machines, or hundreds of linux boxes in a distributed network (farm) configuration. The SAM station server has many functions, but primarily it manages the cache, and brings processing and data resources together both temporally, and spatially. This means that a job is not allowed to run until the data needed for it has been cached, and if data pre-exists the job will be sent to the processor nearest the data. 
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The architecture of the system is illustrated in Figures 2 and 3 and a more extensive discussion can be found in [1]. The server elements which comprise each station are illustrated in Figure 1.  Cache disks over which SAM is given exclusive control are managed by the Station and cache manager.  This element starts project masters responsible for presenting data files to user processes that consume them. If the files already exist in the local cache their locations are given to the consumer and locked while being used. If the files are not present in the local cache they are brought in from other stations or  Mass Storage Systems (MSS) and replace files that are no longer needed in the local cache.  The File Storage Server (FSS) manages the storage of files. When a request to store a file to the MSS is made, the description of the file is added to the SAM metadata, and the job is placed in a queue for copy to the designated MSS.  
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SAM stations are distributed around the world, and can receive data from other stations, or  route data through other stations. Stations can also store data to local (relative to site) MSS’s or forward data through other stations for storage in remote MSS’s.  In the current architecture there are several services shared among all stations (Figure 2), these include 1) the CORBA name service, 2) the central Oracle database, 3) the global resource manager, and 4) the log server.    The name service is the “switchboard” to register and receive addresses for the entire distributed system, similar to  a DNS. The central database contains all metadata for each file registered with the system, as well as station configuration,  cache, and operational information. The global resource manager reviews all requests for all stations and optimizes file deliveries.  The log server receives logging information from all stations and records them in a central log file.  

There are currently over two dozen operational production SAM stations deployed at Fermilab and  remote institutions.  There are six major processing centers that have been using these stations for almost two years to forward Monte Carlo data to the central tape storage system at FNAL.  We anticipate the deployment to continue over the next two years when each collaborating institution  will operate one or more  SAM stations. In addition, there may be special Regional Analysis  Centers (RAC) with high speed network connections to Fermilab, and to each other, which will have  additional resources to cache and serve large quantities of data. These RAC’s will in turn provide the data to lower tier sites aligned geographically, politically, based on physics interests, or other criteria,  to share data for processing and analysis.  This is controlled by configuration information stored for each station that is effectively a “static route”, specifying from which stations it is allowed to get data files. These routes will be set up so that they first try other stations within their local domain, and then the RAC’s.  The exact details of the kinds of data sets that will be stored at each RAC are still being decided, but several options are  discussed it the D0RAC document[2].  

Figure 4. Dzero Locations where SAM Stations are deployed.
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Figure 3.  Overview of SAM distributed components. 

Fermilab (5 stations)                  Batavia, IL
Imperial College  (2)                   London,UK

IN2P3                                           Lyon, France

Lancaster                                    Lancaster, UK

Munich                                        Munich, Germany

NIKHEF                                      Amsterdam, NL

Prague                                         Prague, Czech Republic

Wuppertal                                   Wuppertal, Germany

Boston University                       Boston, MA

University of Arizona                 Touscon, AZ

U. Texas, Arlington (2)              Arlington, TX

U. Oklahoma, Langston             Langston, OK

Indiana University                     Bloomington, IN

Louisiana Tech                           Ruston, LA

University of Kansas                  Lawrence, KN

Michigan State University         East Lansing, MI

Although the system is working quite effectively now, we have plans to improve and streamline the operation by the time Run IIb begins. The station Cache manager and FSS  components will be consolidated so that the FSS utilizes the general station cache. This will make the management of temporary cache used by FSS more robust and allow movement of files through the station cache in route to and from  an MSS more easily controlled. The system will move toward a much less centralized model in which  stations have  autonomy and are capable of operation without contacting the central database at Fermilab for long periods.   Each station (or possibly site) will have its own information services that track operational information for the station, such as cache history and project activity. Each sites information service will also track station activity in a way that will allow a global information service to access the activities for all stations and monitor the overall health and activity of the station network. 

This  decentralization  will remove the current single-point-of-failure inherent in the central database and greatly  improve performance of the system as it is scaled to the world at large.  It is also part of the natural progression of the system toward a “standard” Grid system. We are moving toward standard grid middle-ware wherever possible. We will soon be using components form the Globus toolkit including Grid Security Infrastructure (GSI) and GridFTP [3], and job scheduling using Condor [4]. We plan to provide standard interfaces to our data that will include those used by Storage Resource Manager (SRM) [5], a possible  emerging standard in the grid world. This will enable even non-SAM enabled users to access Dzero data by   providing a url and file name. They will be authenticated and authorized using  standard grid protocols. This compliance with standards is very important at many of our collaborating institutions, especially those where computing  resources are shared by multiple experiments.

Effectively using these resources will be the responsibility of the data handling system that will evolve into a hybrid of the current SAM and more global Grid systems.  Job definition and submission information will be sent to a grid resource broker  (sometimes called request broker) that will determine the best host(s) for each job.  Based on the resource brokers “decision” each job will be  sent to a compute system with available resources and given to the local job scheduler.  For systems under the control of SAM software, the local scheduler will be coupled to the SAM station management and the data and computing resources will be brought together to complete the task. For systems not under the control of SAM, standard Grid interfaces will be provided to dispatch the job to the local job scheduler, and bring data to the system though a Storage Resource Manager. 

3.Hierarchical Storage 

Dzero’s data management system relies heavily on Hierarchical Storage Management (HSM) systems for tertiary storage.  The principal HSM used by SAM is Enstore [6], developed at Fermilab by  ISD, and largely influenced by Dzero requirements. Enstore is deployed at one Dzero site other than Fermilab, Lancaster University, and we encourage other Dzero collaborators to use it as needed.  In addition to the Enstore product, ISD is responsible for keeping up to date on tape and robotic technologies. They are working toward providing grid portals to mass storage, and grid batch support using Fermi Batch System ( FBS)[7].  Security  Enhancements are  planned for the system both at  administrative and file transfer levels. ISD is committed to modernize the Enstore code and technology as needs and practices evolve. They pay close attention to advances in network technology and how it affects data transfers. They continue to investigate replacing tape with disk, they have disk movers in place now and the long-term reliability of these systems are being investigated.  ISD will grow its system engineering expertise to address problems as they arise.  

ISD is working collaboratively with DESY  to provide a disk cache and buffering system  called dCache. This system  front-ends the tape system and is consistent with the Computing Divisions computing model.  We will benefit in a couple of straightforward ways by using a large disk cache managed by them in front of our tape storage. First,  they will provide interfaces to this cache through standard protocols like ftp and GridFTP.  Any SAM station will be able to access data directly from a dCache server without going through another SAM station. In this way,  the dCache servers maintained at Fermilab can be deployed to serve data to our worldwide network of stations without routing it through another Fermilab station. Secondly,  data that is being stored to tape will be available on disk for a short while for reading. Thus,  detector data on its way to tape will be available to the reconstruction farms for processing without having to read it from tape. Data coming from the farms will be available in dCache buffer for a short while to users for analysis. For a relatively small cost in hardware, this system will provide a great benefit  the Dzero data handling system.

In addition to the ISD group providing the software and support for the system at Fermilab, they also make  many other operational contributions. They coordinate all upgrades and maintenance  of the robots and drives with the robot vendors. They upgrade and maintain the Linux tape mover nodes. They manage volume preparation and insertion into the robots, and are responsible for declaring volumes to the system and keeping an up to date tape inventory.   Close collaboration between ISD and Dzero is imperative  for future operation of the Dzero storage facilities at Fermilab. 

Other HSMs have also been used with SAM including HPSS at the IN2P3 Computing Center in Lyon,  and  the system at SARA in The Netherlands. There is still work needed to generalize the SAM interfaces to these, and possibly other HSM’s . Our plan is to develop a more general interface compatible with Storage Resource Managers (SRM).

4.Data Handling Database needs

Dzero relies heavily on its central Oracle database for storing event, file, processing, physics metadata and calibration information. The event catalog will continue to grow with a rate proportional to the event data taking rate of the experiment. As the online rates increase, and tape capacities and drive rates in increase, it will be natural to increase the target file size from the current 1 GB to something larger, perhaps 5 GB. This will mean that the database capacity needed to store file information will continue at the same rate even though the actual data rate increases.  Therefore the needs for the file and processing information database storage will be around 200GB/year, while the event information will grow to almost 1TB/yr when the event rate increases to 75 Hz.  The increased rates and number of sites where data is used will put a strain on the middle tier of our database architecture; the database server.

A clear plan for the deployment of calibration database servers has been laid out with the second generation server now being tested, but the data handling database information is slightly more complex. The calibration database  server includes memory and disk caching features, allows for a configurable database connection pool, and is multi-threaded to provide high performance and very high scalability. These features are needed for deployment in large farms and throughout the Dzero collaboration while maintaining a small number of Oracle instances, possibly only the one at Fermilab.  The database servers employed for the SAM system are much more complex, and the types of queries handled by them are quite difficult for which to provide meaningful caching mechanisms. Some of the other technologies used in the calibration database servers will be used, like multi-threading and multiple database connection pools.  However,  the usage of the central database for the SAM system will markedly change as the system evolves toward autonomous station servers. This will reduce the dependence on the central database for remote station operation, if not eliminating it altogether.   Therefore we believe that, while the database server capability will need to increase, they will be manageable. 

5.Storage Hardware Strategies and Costs

Although the constantly declining costs of disk (specifically, IDE-type disk) will undercut the price for tape during the period of  Run IIB,  the operational and deployment costs  related to disk are expected to  surpass those of tapes for some time. Tape technologies are constantly improving and the densities of data continue to increase. Dzero has good experience with two tape technologies in the current run ; STK 9940 and first generation  LTO. We will project these into Run IIB and look at possible data storage costs. 

From our discussions with ISD we  have some evidence for what the costs of drives and media  will be in 2003 based on information from our current vendors. Recent price trends have been accumulated by the Computing Division which support these numbers and are shown in the charts below (Figures 5 and 6). STK will double the capacity of is 9940 drives near the end of 2002 while maintaining the same cartridges and media with the introduction of the 9940B. They have a roadmap for a new drive technology in  2004 that will require new media, the capacity of each cartridge is not known.  IBM and other LTO consortium members plan to sell a drive in early 2003 with cartridge  capacity  of 200 GB requiring new media, and  IBM is working on a technology with 400 GB  (new media) cartridge by end of 2004. 

We can  project that storage technologies will continue along their current  declining price trends with tape capacity per cost doubling every 2  years, and  disk capacity doubling every 12 months.  Table 2 below indicates possible tape cartridge capacity and cost per GB storage. The tables begin in CY 2003 where we are reasonably confident in the numbers and project to CY 2009 assuming the capacity of cartridges doubles every 2 years, and the cost per cartridge remains constant. The Commodity Off The Shelf (COTS)  disk drive numbers assume the capacity per drive doubles every 12 months and the price per drive remains constant. 
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Figure 5. Charts showing tape and drive costing trends.  The chart on the left  shows  TB/k$ vs. time, and the one on the right is MBps/k$ vs. time.
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Figure 6. Bulk disk costing trends. The chart 

shows GB/k$ vs time.

Table 2. Cartridge/Disk capacity, tape/disk cost

	
	2003

GB      $/GB
	2005

GB      $/GB
	2007

GB       $/GB
	2009

GB       $/GB

	STK 
	120      0.65
	250     $0.30
	500       0.15
	1000      0.07

	LTO
	200      0.50
	400     $0.25
	800       0.12
	1600      0.06

	Disk (COTS)
	200      1.00
	800     $0.25
	3200     0.06
	12800    0.015


It is quite clear that the cost for bulk disk storage will be near the  that of tape  sometime  during Run IIb. The ISD group at Fermilab has spent effort trying to understand this and how disk farms might be deployed to replace tapes, and tape robots. Their experience to date indicates the  reliability of such repositories is not sufficiently high to quickly move in this direction. Also the effort involved in commissioning such disk drive facilities is still high. However, it is apparent that we will transition toward major disk storage facilities, especially for smaller files produced near the end of the detector data processing chains. As the costs of disk falls having RAID-5, or even mirrored data sets becomes reasonable. There is no question that, even near the beginning of the run when primary copies of data  still reside on tape,  files will be replicated on (SAM /GRID) caching resources at Fermilab and many remote data centers. The sum of these disk caches will represent storage in excess of the permanent tape storage supplied for primary and secondary data sets.  

Table 3. Tape drive read/write rates and cost per drive.

	
	2003

MB/s     k$each
	2005

MB/s     k$each
	2007

MB/s     k$each
	2009

MB/s     k$each

	STK
	20          40
	40          40
	80         40
	160       40

	LTO
	20          10
	40          10
	80          10
	160       10

	Disk (COTS)
	10       0.200
	40        0.200
	160      0.200
	640     0.200


Regardless of the use of commodity disks for data storage, it is clear that there will be one or two major  technology transitions needed during the run due to the five year time period considered.  Each transition will involve replacing tape drives, upgrading Enstore tape mover nodes, increasing network throughputs, and possibly copying old data to new media. 

6. Robotics and Other Infrastructure (The Storage Plant)

We will continue to use our current ADIC AML/2 robot and STK Powderhorn Silo for data storage. Capacities for these devices are summarized in Tables 4 and 5. Other options include COTS disk farms and  the new technology from ADIC called the Scalar 10k, neither of which are  well understood at this time. As tape cartridge  capacities increase the option to copy old data to new media exists and has to be weighed against the cost for additional robotic storage, or the decision to “shelve” certain older data sets. As new robots or silos are added, floor space in Feynman Computing Center and the needed infrastructure must  to be identified and planned for. Our expectation is that a significant amount of  processing will occur at remote centers, especially MC production and secondary data creation, and some reconstruction, and this will not be stored at Fermilab. 

Table 4. Current robot capacities

	
	Tape Slots/unit
	Drive Slots/unit
	Mounts

/hour
	k$/unit

	STK-Powderhorn
	5500
	20
	N/A
	75

	ADIC-

AML/2
	3500
	20
	150
	300


Table 5. Robot Capacities per “unit”, assuming 20 drives each unit

	
	2003

TB         MB/s
	2005

TB         MB/s
	2007

TB         MB/s
	2009

TB         MB/s

	STK
	660        400
	1320        800
	2640     1600
	5280      3200

	ADIC AML/2
	700        400
	1400        800
	2800     1600
	5600      3200
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Figure 2. SAM Station components (see text for details).
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Figure 3.  Overview of SAM distributed components. 
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Sheet1

												Technology Tracking Plots for Futures Costing Estimates

		Date		Comments on Sample		Commodity CPUs						SMP CPUS						Commodity Disks						Datacenter Disks						Tapes						Tape Drives						Memory						LAN						WAN

						SPEC95		$ (1000s)		Perf/K$		SPEC95		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		MB/s		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$		GB		$ (1000s)		Perf/K$

		1/16/96		Connect to Mount's plots		0.05		1.00		0.05		0.25		1.00		0.25		0.10		0.30		0.33		2.00		1.00		2.00		0.20		1.00		0.20		0.50		2.00		0.25		0.03		0.43		0.07

		6/4/98		FT97 purchase		406.40		85.00		4.78

		3/4/99		KTeV DLT purchase																										15.00		43.20		0.35

		7/30/98		fsgi03 purchase								139.20		176.00		0.79

		6/1/99		RunIIa purchase		2060.00		132.00		15.61

		7/17/99		AFS purchase																				1500.00		129.00		11.63

		7/17/99		d0min0 purchase								1158.40		1032.00		1.12								5000.00		336.00		14.88

		7/29/99		KTeV DLT purchase (2)																										15.00		42.60		0.35

		10/1/99		8mm stockroom																										0.01		0.00		1.92

		2/1/00		KTeV disk purchase																				2800.00		148.00		18.92

		3/1/00		Best Buy sales														40.00		0.30		133.33

		4/1/00		CDF M2 req																										0.06		0.09		0.67		12.00		4.50		2.67

		8/31/99		fsui03 purchase								83.40		105.00		0.79

		4/24/00		Viking Webpage for Origin 12K																																						4.00		20.00		0.20

		4/22/00		CompUSA EDO memory																																						0.03		0.10		0.32

		10/24/88		VAX 8600 memory																																						0.06		48.00		0.00

		8/7/00		D0 FC disk																				8176.00		117.00		69.88

		9/6/00		CMS farms buy		2472.00		180.00		13.73

		9/6/00		CompuSA IDE disk														60.00		0.23		266.67

		5/5/00		CDF M2 req (tapes)																										30.00		37.00		0.81

		8/28/00		CDF M2 req (tapes)																										5.40		6.48		0.83

		8/10/00		CDF M2 req (drives)																																192.00		102.00		1.88

		6/16/00		O2200 buy (FNALU,Farms,Minos)								217.20		64.00		3.39

		8/11/01		D0 Farm Buy		4464.00		93.00		48.00

		1/1/02		CDF Farm Buy		5038.74		104.50		48.22

		2/1/02		Best Buy sales														160.00		0.26		615.38

		10/1/01		CDF SGI expansion								1088.00		418.00		2.60

		12/1/01		DuPage fair																																						0.26		0.06		4.27

		10/1/01		d0min0 purchase																																						48.00		142.60		0.34

		3/1/01		9940 drives in STK																																10.00		27.00		0.37

		3/1/01		9940 media in STK																										0.06		0.08		0.76

		2/1/02		DVD-R media from SuperMedia																										0.00		0.01		0.94

		2/1/02		Workstation single estimate		102.30		1.40		73.07

		2/1/02		CDF FC disk buy																				41400.00		460.00		90.00

		6/1/05		BTeV/CMS projection						500.98						92.28						1798.18						208.02						4.42						5.53						1.65

		6/1/06		BTeV/CMS projection						892.64						173.30						2950.21						341.29						6.15						7.69						2.29

		6/1/07		BTeV/CMS projection						1590.50						325.43						4840.33						559.95						8.56						10.70						3.18

		6/1/08		BTeV/CMS projection						2838.44						612.17						7952.17						919.94						11.92						14.90						4.43
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		10/1/01		d0min0 purchase																																						48.00		142.60		0.34

		3/1/01		9940 drives in STK																																10.00		27.00		0.37

		3/1/01		9940 media in STK																										0.06		0.08		0.76

		2/1/02		DVD-R media from SuperMedia																										0.00		0.01		0.94

		2/1/02		Workstation single estimate		102.30		1.40		73.07

		2/1/02		CDF FC disk buy																				41400.00		460.00		90.00

		6/1/05		BTeV/CMS projection						500.98						92.28						1798.18						208.02						4.42						5.53						1.65
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		8/31/99		fsui03 purchase								83.40		105.00		0.79

		4/24/00		Viking Webpage for Origin 12K																																						4.00		20.00		0.20

		4/22/00		CompUSA EDO memory																																						0.03		0.10		0.32

		10/24/88		VAX 8600 memory																																						0.06		48.00		0.00

		8/7/00		D0 FC disk																				8176.00		117.00		69.88

		9/6/00		CMS farms buy		2472.00		180.00		13.73

		9/6/00		CompuSA IDE disk														60.00		0.23		266.67

		5/5/00		CDF M2 req (tapes)																										30.00		37.00		0.81

		8/28/00		CDF M2 req (tapes)																										5.40		6.48		0.83

		8/10/00		CDF M2 req (drives)																																192.00		102.00		1.88

		6/16/00		O2200 buy (FNALU,Farms,Minos)								217.20		64.00		3.39

		8/11/01		D0 Farm Buy		4464.00		93.00		48.00

		1/1/02		CDF Farm Buy		5038.74		104.50		48.22

		2/1/02		Best Buy sales														160.00		0.26		615.38

		10/1/01		CDF SGI expansion								1088.00		418.00		2.60

		12/1/01		DuPage fair																																						0.26		0.06		4.27

		10/1/01		d0min0 purchase																																						48.00		142.60		0.34

		3/1/01		9940 drives in STK																																10.00		27.00		0.37

		3/1/01		9940 media in STK																										0.06		0.08		0.76

		2/1/02		DVD-R media from SuperMedia																										0.00		0.01		0.94

		2/1/02		Workstation single estimate		102.30		1.40		73.07

		2/1/02		CDF FC disk buy																				41400.00		460.00		90.00

		6/1/05		BTeV/CMS projection						500.98						92.28						1798.18						208.02						4.42						5.53						1.65

		6/1/06		BTeV/CMS projection						892.64						173.30						2950.21						341.29						6.15						7.69						2.29

		6/1/07		BTeV/CMS projection						1590.50						325.43						4840.33						559.95						8.56						10.70						3.18

		6/1/08		BTeV/CMS projection						2838.44						612.17						7952.17						919.94						11.92						14.90						4.43
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