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We present the measurement of the production cross-section for top-antitop events decaying
into electron-muon, dimuon or dielectron in proton-antiproton collisions at /s = 1.96 TeV using
4.28 fb~! of data collected with the D@ detector from June 2006 to June 2009. The cross-sections
after correction for the corresponding expected branching ratios and for a top mass of 172.5 GeV

are:
ee: o= 8.9571°5% (stat) T1:39 (syst) + 0.68 (lumi) pb

1.3
—1.3
ep: o= 9.087075 (stat) T1901 (syst) £ 0.61 (lumi) pb

PR o= 7.2477138 (stat) T133 (syst) =+ 0.69 (lumi) pb.
The combination of the three channels leads:

U o= 8767588 (stat) To92 (syst) 1580 (lumi) pb

Preliminary Results for Winter 2010
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I. INTRODUCTION

The analysis presented here is an improved version of 1 fb~! tf — e*uFbbvw, e etbbvy, u~ putbbvv production
cross-section measurements which were published in [1] (analysis DO notes [2-4]). The previous selections with p20
data are presented in notes [5] for winter 2009 and [6] for summer 2008.

The main differences with published results are:

e Use RunlIbl and RunlIb2 data set reconstructed with p20 release. These data sets are statistically independent
from the previous Runlla data set (reconstructed with the pl7 releases).

e Using loose selection for muons instead of mediumNseg3 and using loose selection for tracks matched to muons
instead of medium.

e Using vertex confirmation for jets (requires that at least 2 tracks from the first primary vertex are associated
to jet).

e Final selections have been updated:

— lower the cut on the Hp variable to 110 GeV (instead of 115 GeV) in the electron-muon final state

— using a multivariate discriminant in the dielectron final state instead of the topological cut on invariant
mass and missing transverse energy

— using a multivariate discriminant in the dimuon final state instead of the cut on missing transverse energy
significance.

e Improve fake muon calculation in electron-muon and dimuon final states: use same-sign events for normalization
sample with loose muon isolation cuts (etHaloScaled < 0.5 and etTrkConeScaledMin < 0.5) instead of no
muon isolation at all. The kinematics in this sample are expected to be closer to those of the signal sample.

e Computation of the number of fake electrons separately in the CC and EC calorimeters in the electron-muon
and dielectron final states.

All the analysis code is available in the CVS packages tt_emu_caf, tt_mumu_caf, tt_ee_caf.

II. DATA SET

The data sample used in this analysis corresponds to all RunlIbl and RunlIb2 data taken during the period between
June 2006 and June 2009. The standard data quality selection was applied to all data [7] (caf-dq p21-br-03, dg_util p21-
br-08 and dg_defs v2009-12-81). The standard definition from the dq_defs package “dq_defs/common/example.dqdef”
has been used. This definition removes bad runs due to the bad SMT, CFT, muon or online calorimeter quality as
well as bad luminosity blocks due to the bad offline calorimeter quality. The D@ tool also removes events with noise in
the calorimeter [8]. The same “bad event quality” removal is applied to the Monte Carlo (MC) samples as a selection
and corresponding inefficiencies are taken into account by efficiency calculation. We also remove bad luminosity
blocks provided by the luminosity tools. The measured luminosity for this data set is found to be 1618 pb~! for v15
global trigger list and 2662 pb~! for v16 global trigger list. For the electron-muon final state, as for the p17 analysis,
to maximize the trigger efficiency, we are using all available triggers (no explicit trigger selection is applied). The
efficiency of the “OR” of ey, single electron and single muon triggers has been measured in Ref. [9] to be more than
~ 95% for v15 for a loose muon selection. We have reevaluated the trigger uncertainty on p20 (see section VIII).
For dielectron final state we use an “OR” of the single electron triggers with an efficiency close to 100% [10, 11]. For
dimuon final state we use an “OR” of the single muon triggers with an efficiency of about 78% for tf — pu. Further
discussions about the trigger efficiency can be found in the corresponding systematics section (section VIII).

MC samples used in this analysis were generated with the p20.09.03 release. Only requests from the CSG MC
definitions are used (http://www-d0.fnal.gov/Run2Physics/cs/MC/MC.html). The root CAF trees were produced
with the release p21.11.00. All samples are normalized to the NLO theoretical cross-section (or NNLO for Z samples)
as implemented in the recent version of caf_mc_util package [13]. Absolute cross-sections used to normalize different
invariant mass bins for Z — ¢¢ MC samples are calculated as Pythia “leading log” (LL) cross-section for CTEQ6.1
PDF set multiplied by a NNLO/LL(Pythia) K-factors. These K-factors are calculated with the code from Van-
Neerman and MRST PDF set (see [14] for some details). For W — fv decays we assume lepton universality and
a branching ratio of 0.1080 £ 0.0009 [15]. The cross sections used for the normalization are listed in Table 1 and
correspond to the Alpgen cross-section multiplied by the scale factors. As the Z boson pr is not properly described
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in Alpgen, we reweighted the Z pr distribution for different jet bins. The standard Z pr reweighting implemented in
caf-me_util p21-br-143 is used.

Cross-section used

Process Generator T
for normalization

tt — 0, my = 172.5 GeV Alpgen+Pythia 7.45 pb
Z — 0, my =15 —75 GeV  |Alpgen+Pythia 498 pb
Z — 0, me =75 — 130 GeV | Alpgen+Pythia 238 pb
Z — L, mg, = 130 — 250 GeV | Alpgen+Pythia 1.83 pb
Z — L, mgg > 250 GeV Alpgen+Pythia 0.154 pb
WW inclusive Pythia 11.6 pb
W Z inclusive Pythia 3.25 pb
Z 7 inclusive Pythia 1.33 pb

TABLE 1: MC samples used in the analysis with corresponding cross-sections. Lepton ¢ refers here to any lepton: e , p or 7
where 7 leptons are decaying inclusively.

The diboson samples are generated by Pythia [34] with the leading order (LO) parton density function CTEQGL1.
The dibosons samples are normalised to the next-to-leading order (NLO) cross section which is about 40 % higher
than the LO calculation as performed with the package MCFM. Half of this scale factor is assigned as systematic
error on the normalization of the diboson background processes.

III. EVENT SELECTION
1. Global Strategy

The largest background in the dilepton channels comes from Z — ¢¢ and W W processes with either two electrons,
two muons and one electron and one muon in their final states. Other physical backgrounds come from W2 and ZZ
processes. These physical backgrounds are evaluated from MC (see section II).

All sources of fake electron background which mainly has a poor electron likelihood [33] are evaluated using a fit
on the electron likelihood distribution (see [2] and section V). With this strategy, the QCD background with one fake
electron and one fake isolated muon in the electron-muon channel, the W — pv background with one fake electron
as well as the background processes with « faking electrons are all computed at the same time. The background
contribution coming from fake isolated muons is computed by multiplying the number of events with a loose isolated
muons by the muon isolation fake rate (see section VI).

2. Selection Cuts

The general object selection used in the three channels is the following:

1. Top_tight electrons are used in electron-muon and dielectron final states. They are defined as follow:

(a) Electron [ID|=10 or 11.

(b) |Mecato] < 2.5 and exclusion of the ICD region (|ncaio| < 1.1 or |[Neato] > 1.5).
(c) High energy fraction in the EM part of the calorimeter: fgys > 0.9.

(d) Isolated EM cluster: f;s, < 0.15.

(e) Shower shape cut: x7, . < 50.

(f)

f) pr > 15 GeV (for MC, this corresponds to the smeared electron pr according to the data / MC difference
in energy resolution).

(g) One track matched with E/p requiring Py2, ... > 0and track pr > 5 GeV.
(h) Electron likelihood £, > 0.85.

(i) Distance between the electron track and the primary vertex: |zeiectron — 2pv| < 1 cm.



110 (j) For MC events, the electron selection efficiency is corrected for the Top_tight electron data / MC efficiency
m difference using standard EM ID correction factors [24]. We are using scale factors dependent on the
112 electron detector n and ¢.

113 2. Following muon selection is used for electron-muon and dimuon final states:

114 (a) Muon quality definition is Loose v2.

115 i. Loose muon quality.

116 ii. |77det| < 2.

7 iii. Timing cuts against cosmic muons background .

18 (b) Muon is required to match to a central track with loose v2 quality.

119 i. Quality criteria on the matched track: |[DCA| < 0.04 cm for tracks with SMT hits and |[DCA| < 0.2 cm
120 for tracks without SMT hits.

121 (c) Distance between the muon track and the primary vertex: |zmuon — 2py| < 1 cm

122 (d) pr > 15 GeV (for MC, this corresponds to the smeared muon pr according to the data / MC difference in
123 muon momentum resolution).

124 (e) Muon isolation is TopScaledMedium.

125 i. Calorimeter isolation divided by the muon pr is: etHaloScaled < 0.15.

126 ii. Tracker isolation divided by the muon pr is: etTrkConeScaledMin < 0.15.

127 (f) For MC events, the muon selection efficiency is corrected for the Loose muon as well as for the loose track
128 and TopScaledMedium data / MC efficiency differences using standard muon ID correction factors [26].
129 We are using scale factors parametrized with the muon ¢ and detector 7 for the muon quality part and
130 parametrized with z and CFT 7 and luminosity for the track part and parametrized with CFT 7, distance
131 from the jets, muon pr and luminosity for the isolation part.

132 3. Jets for all three final states are selected as follows:

133 (a) Correct jet pr with jet energy scale (JES) including muon corrections. Muons identified with the criteria 2
134 are excluded from the list of muons used for JES correction.

135 (b) For simulated jets, the following corrections are applied:

136 i. Jet pr is smeared using SSR procedure.

137 ii. Jet with JES corrected pr < 15 GeV are removed (no muon correction applied to JES for this cut).
138 iii. SSR “shifting” correction applied to all MC samples except tf one.

139 iv. Jet reconstruction “plateau” efficiency correction using the jet ID group procedure [27].

140 (c) Jet pp are greater than 20 GeV.

141 (d) The absolute value of the jet detector 7 is less than 2.5.

)
)
142 (e) EM jet fraction fgas is below 0.95 and above a minimum fgj; depending on n4.; as described in [28].
143 (f) The jet coarse hadronic fraction is below an 74¢; dependent cut optimized to reject fake coarse hadronic

144 energy clustered with small random seeds from the inner layers [28].

145 (g) The reconstructed jet must be confirmed by the L1 trigger readout.

146 (h) The dR = \/dn?,, + dp* between the jet and the selected electron is larger than 0.5. If not the jet is
147 rejected.

148 (i) Vertex conformation is applied to all jets, which consists in requiring at least two tracks coming from the
149 primary vertex to be present in the jet.

150 Given the above standard object selections, the list of cuts used to select signal events depending on the dilepton

151 channel considered is the following:

152 1. Luminosity block selection i.e. removal of “bad” LBN.
153 2. The calorimeter event quality variables described in the note [8] were required to be good both in data and MC
154 samples. In MC this selection is taken into account in the efficiency calculation and no correction due to this

155 cut is applied.
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3. Luminosity [36] and vertex reweightings [18].
4. Vertex selection:

(a) |zpy]| < 60 cm.

(b) Number of tracks associated with the primary vertex greater or equal to 3.
. Exactly one (electron-muon channel) or two or more (dielectron channel) electrons identified as above.
. No electrons identified with a selection above are allowed in dimuon channels.

. One or more (electron-muon channel) or exactly two (dimuon channel) loose muons identified as above.

o N O

. In the electron-muon channel: remove events with dR(e, ) < 0.3 between electron and muon tracks. This
selection significantly suppresses the bremsstrahlung background (a photon emission by the muon, where photon
takes the same track as the muon).

9. Choose the two leptons to have opposite charges. If more than one lepton pair is found, choose the lepton pair
for which the pr scalar sum is maximum.

10. Trigger selection in the dielectron and dimuon channels:

(a) Data sample:

i. Global trigger selection (single electron or single muon “OR”)

ii. The offline muon, electron and tracks are asked to be matched with the corresponding L1, L.2 and L3
objects to be consistent with the trigger efficiency calculation in data.

(b) For MC, events are weighted according to the calculated trigger efficiency measured in data [10-12] using
caf_trigger package.

11. At least 2 jets satisfying the standard selection above are required.
12. Final topological selection:

(a) In the electron-muon channel, Hy > 110 GeV where Hy = pr(leading lepton) + pr(2 leading jets), where
“jets” mean jets satisfying selection criteria above (see Figure 31).

(b) In the dielectron and dimuon channels, cuts on on the Boosted Decision Tree outputs are applied. This
Boosted Decision Trees are trained to separate the ¢ process from the Z/v* and diboson background
processes. The optimization of this final topological selection is described in section III 3.

8. Optimization of topological selection

electron-muon channel

In order to find the optimal final topological cut, we have used the following figure of merit based on MC prediction

for signal and background: FM = ¥ S; B where S is the number of estimated tf — ey events with a luminosity of
4.28 fb~! and B is the number of diboson and Z — 77 background events after the 2 jet selection. As in the previous
version of the analysis [1, 2], we have studied the cuts on two parameters: the missing transverse energy and the Hr
variable. Varying the cuts on those two parameters, the best set of cuts will be found when the figure of merit is
minimum. The result of the optimization is shown in Figure 1. Adding the number of fake events in the computation
of F'M doesn’t change significantly the optimal point. We then choose a cut at Hy > 110 GeV and no MET cut as
optimal final topological cut.

It has to be noticed that multivariate techniques have been also tried to look if a better optimal point can be found.
But due to the low number of MC events remaining after the 2 jet selection, it was not possible to correctly train
any of these multivariate discriminants. In addition due to the high purity that has been already achieved in the
electron-muon channel, this was not expected to significantly further improve the final selection.
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FIG. 1: Variation of /S + B/S as a function of the Hr and MET cuts (left) and Hr cut (right).

dielectron and dimuon channels

In order to improve the purity in the same flavor dilepton channels, Boosted Decision Trees have been used. For
that purpose, the MC samples have been divided in two equal parts: one part for the training of the BDT inside
TMVA [19] and one part for the event yield determination. For the training, t¢ — ee or uu MC events are used for
the signal and Z/~* — ee or up and diboson MC events are used for the background. The same variables as in the
W helicity analysis [20] are used as inputs to the BDTs: aplanarity, centrality, sphericity (see definitions in [20]), Hp,
the sum of the jets and leptons energies: H, MET, MET significance [23], the minimum distance in the n — ¢ space
between the closest pair of jets multiplied by the Er of the lowest Er jet in the pair, and divided by the Er of the W
(K'tmin), the minimum dijet mass of all jet pairs (M min), and the dilepton invariant mass (Mye). The aplanarity,
centrality, sphericity are computed using the jets and the selected leptons. The data/MC agreement for these variables
can be found in sections X A and X C. The signal/background variable separations and the correlations between the
variables are shown in Appendix XI and XII.

We use 500 trees boosted using “AdaBoost”. “gini” is used as cut ranking algorithm. A maximum of 50 cuts is
set. Pruning is also used with the “CostComplexity” method [19]. It has to be noticed that even if the current used
BDTs give good results, further optimizations on the BDTs parameters may still be possible. The BDT ouputs for
the training and testing samples in the dielectron and dimuon channels are shown in Figure 2.

The data/MC BDT discriminants before cut are shown in Figure 3.

To find what would be the optimal cut on the BDT outputs, we computed the same figure of merit based on
MC prediction for signal and background as in the electron-muon channel: FM = —VSSJFB where S is the number of
estimated tf — ee or uu events with a luminosity of 4.28 fb~! and B is the number of diboson and Z/v* background
events. The variation of this figure of merit with the cut on the BDT outputs can be found in Figure 4.

We can see that F'M for both channels shows a rather flat minimum. A parabolic fit has been used to find optimal
values: BDT.. > 0.51 and BDT),, > 0.5. This selection improves by more than 5% the value of FAM obtained in
previous version of the selection using simple cuts.

IV. tt EVENT EFFICIENCIES

For the signal MC, we are using t¢ — [l events generated by Alpgen+Pythia [34, 37] using leading order (LO) parton
density function CTEQG6L1. The efficiencies of the selection are shown for different generated top quark masses for
the different dilepton channels in Table 2.
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FIG. 3: Data/MC BDT output distribution before cut in the dielectron channel (left) and dimuon channel (right).

V. “FAKE” ELECTRON BACKGROUND EVALUATION

This section describes the method for evaluating the “fake” electron background that is identical to the one in [2].
“Fake electron” refers to a jet misidentified as an electron as well as to real electrons produced by jets, e.g. in the case
of b quark semileptonic decay. These second types of “fake electrons” indeed are real electrons. Mostly these electrons
are not isolated and tend to have a low likelihood value. In the following we will continue to use the expression “fake
electron” for both types of events. This background is mainly composed of multijet events (QCD) including light or
heavy flavor jets. It may also contain W — pw,,, tt — pjjjj and g — pry processes.

In order to separate the background from the signal, we use the 8-variable electron likelihood distribution [33]. The
likelihood distribution for the signal has a peak around 1 and the background distribution peaks mainly near 0 (see
for example Figure 5 and 6). Using the shape of the electron likelihood distribution measured with a sample of real
electrons and the shape for “fake electrons” measured in a sample dominated by multijet background, one can fit
the electron likelihood distribution for the selected events to determine the number of signal and background events
separately in the CC and EC.

The study of the electron likelihood in a dielectron sample is discussed in subsection V A below. We then discuss
the fit procedure and the shape of the electron likelihood. We check the pr dependence as well as the number of
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TABLE 2: Selection efficiencies for tf — ee, tf — ey and tf — uu for different generated top quark masses. The tt efficiency is
calculated relative to the inclusive ¢t — Il final state after the final selection. This includes all the electron, muon and 7 decays

of the W from the top’s. The quoted errors are statistical only.

Top quark Mass[[tt — ee Efficiency|[tt — eu Efficiency [tt — uu Efficiency
130 GeV 0.58 +0.01% 2.194+0.02 % 0.76 =0.01 %
135 GeV 0.65 + 0.01% 2.524+0.02 % 0.82+0.01 %
140 GeV 0.71 £ 0.01% 2.77+0.03 % 0.91 £0.01 %
150 GeV 0.84 £ 0.01% 3.42 +£0.03 % 1.09 +0.01 %
160 GeV 0.96 £+ 0.01% 3.87+£0.01 % 1.21 £0.01 %
165 GeV 1.03 £ 0.01% 4.07 £0.02 % 1.254+0.01 %
170 GeV 1.07 £ 0.01% 4.25+0.02 % 1.334+0.01 %
172.5 GeV 1.10 £ 0.01% 4.27+£0.02 % 1.36 £ 0.01 %
175 GeV 1.12 £ 0.01% 4.40 £0.01 % 1.37 +£0.01 %
180 GeV 1.17 £ 0.01% 4.57+£0.02 % 1.44 +0.01 %
185 GeV 1.22 +0.01% 4.68 £0.02 % 1.494+0.01 %
190 GeV 1.26 +0.01% 4.85+0.02 % 1.554+0.01 %
195 GeV 1.32 £ 0.01% 4.92 +0.03 % 1.56 £ 0.02 %
200 GeV 1.34 £ 0.02% 5.10 +0.04 % 1.62 +0.02 %
205 GeV 1.36 + 0.02% 5.09 +0.04 % 1.62 +0.02 %
210 GeV 1.41 +0.02% 5.244+0.04 % 1.724+0.02 %

jet dependence of the electron likelihood shape. The study of the background shape is described in subsection V B.
Finally, the procedure for computing the fake electron background rate is discussed in subsection V C which closes

this section.

A. Electron likelihood study with the dielectron sample

In order to study the electron likelihood shape, a dielectron data sample is used. The selection criteria require 2
loose electrons with opposite charges selected with top_tight criteria, dropping the likelihood cut on one randomly
chosen electron from the two (i.e. that corresponds to one top_loose electron and one top_tight electron). Dropping
the likelihood requirement on a randomly chosen electron allows to remove any potential bias on the likelihood shape
due to the electron pr for instance. The missing transverse energy corrected with jet energy scale and muon pr is
less than 15 GeV. The invariant dielectron mass is required to be in the range 70 — 110 GeV.
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FIG. 5: The electron likelihood distributions for electrons from Z — ee in data. The solid line represents the fit function. The
function value drawn in the bin center corresponds to the fit function integral for the bin.

a. Fit procedure
In order to fit the distribution, an extended unbinned likelihood method is used [38]. The likelihood is written as:

N
e
L = NI an(miacOaclaa07al7MO7M1)7 (1)
=1

where i is an event number, IV is the total number of observed events, n is a free parameter in the fit, P is a probability
distribution function (p.d.f.) normalized to 1 (eq. 2), z; is the electron likelihood for event i, cg, c1, g, v, o, 1 are
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the p.d.f. parameters (free parameters in the fit). It was found that the following p.d.f. gives a good description:

(o — 1)(po — ;)0 " (1—ay)(p1 +x;)" "
(o — 1)1=00 — 5= (p1+ 1)tmon — =

here the parameter g is slightly greater than 1, and w4 is close, but greater than 0. In order to find the parameters,
the whole dielectron selection is applied to the sample. The likelihood of the loose electron is used in the fit to find the
optimal set of parameters to describe the electron likelihood distribution depending if it is in the CC or EC. Table 3
and Figure 5 shows the fit results after the 2 jet selection. The ¢y parameter represents the fraction of events peaked
at a likelihood value near 1, ¢ is the fraction of events peaked near 0 and cs is the uniformly distributed events. The
parameters oy, po and ai, p1 are highly correlated and describe the form of the distribution.

PZCO

4+ co, withcg+c1+c0=1 (2)

TABLE 3: Electron likelihood p.d.f. parameters, found with the unbinned extended likelihood method for the dielectron sample
for the 2 jet selection. The sum co 4 ¢1 + c2 is normalized to 1.

Co Ho (675} Cc1 J751 a1 Co
CC[0.84575 015 1.00370-500 172075000 0.056 70502 6.5715 - 10 ° 0.77170:017 0.099750°%
EC[0.85579 028 1.01670:500 1.96779-01970.06470 512 1.0790- 10~ 7 0.65270:9% 0.08075012

b. Electron pr dependence

In order to measure the electron likelihood distribution dependence on the electron pr, the loose electrons were divided
into several subsamples according to their pp. The fit procedure is repeated independently for each subsample. The
shape of the distribution itself, characterized by the parameters oy, a1, o, 41 does not show any dependence with pp
(the parameters o and p agree within statistical errors). A pr dependence can be seen for the parameters co, ¢, ca
which characterizes the relative fraction of events with “good” and “non-isolated” electrons. So in the following, the
parameters ag, a1, g, (41 are fixed at their values from Table 3 and only parameters cg, ¢1, co were fitted. The obtained
results are shown in Tables 4 and 5. One can see a clear pr dependence. This can be most probably understood
by the fact that high pr electrons have a lower probability to be matched to a wrong track because of the bigger
difference between the electron energy and the randomly chosen track momentum.

TABLE 4: The electron likelihood fit dependence on electron pr for CC electrons (dielectron sample)

pr limits || co c1 Ca
15 GeV < pr < 25[[0.7927501270.093F050¢ 0.114750%%
25 GeV < pr < 35([0.8457 0008 0.05775002 0.09975 507
35 GeV < pr < 45([0.87172-00% 0.034 70001 0.0950-902
45 GeV < pr < 55 0.892t§f§§§ 0.025t§f§§% 0.083i§f§§§
55 GeV < pr < 65][0.90570552 0.02070-075 0.0757 5025
65 GeV 75([0.933T9- 57 0.000F8-%20 .067F0-0%0

€Y <PT < SO T O~ 0 088
75 GeV < pr 0.9127 4577 0.013T57500 0.075T 5560

c. Dependence on the number of jet
7 events with jets have higher detector occupancy than Z events without jets, and hence higher probability for
electrons to be matched to a wrong track. The dependence on the number of jets for the likelihood distribution
is shown in Table 6 (here again the parameters «g, a1, po, 1 are fixed at their values from Table 3). We use the
parameters obtained with 2 jet events for the electron likelihood function in the tf — ey 2 jet inclusive selection.

B. The background electron likelihood distribution

In order to find the background distribution, a background dominated sample with the same topology as the
signal has been selected. We are using the electron-muon selection for that purpose. The standard electron-muon
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TABLE 5: The electron likelihood fit dependence on electron pr for EC electrons (dielectron sample)

pr limits

[

C1 Cc2

15 GeV < pr <

25[[0.84170-512

0.06970-5%50.090 75008

25 GeV < pr < 35/[0.8857 0%

0.02875 0% 00877000

35 GeV < pr < 45/[0.88370 007

0.02575 0% 0.09270-507

45 GeV < pr < 55([0.89670-018

0.04075 057 0.0647 0517

55 GeV < pr < 65|[0.7867 0122

0.00070-0550.214 75077

65 GeV < pr <

75((0.49570 5™

0.50570-5 0.0007) 500

75 GeV < pr

0.50975737

0.00070-55570.4917 0 7%

12

TABLE 6: The dependence of the electron likelihood distribution shape with the number of jets for CC electrons (dielectron

sample).

Co C1 C2
CC 0 jet [[0.85775:002"0.044 7750 0.09970-002
CC 1 jet [[0.84975505 0.049T7-50T 0.10170-0%3
CC 2 jets|[0.845750120.056 70 502 0.09970-008
EC 0 jet [[0.87670:907 0.04070002 0.08375-0%%
EC 1 jet {[0.86075010 0.05170-503 0.08975-007
EC 2 jets [[0.85570 025 0.0647 0013 0.08075 013

selection criteria were applied except for the muon isolation. In order to remove the physics background contam-
ination from Z — 77 and diboson, events with anti-isolated muons were selected with etHaloScaled > 0.15 and
etTrkConeScaled > 0.15 and the missing transverse energy had to be less than 15 GeV. The background electron
likelihood distribution are shown for the inclusive and 2 jets samples in Figure 6 and the parameters are summarized
in Tables 7 and 8. Tables 9 and 10 show the variation of the parameters with the electron pr which will be used to
assign systematic error on the fake electron background determination.

TABLE 7: Fake electron likelihood p.d.f. parameters, found with the unbinned extended likelihood method (2 jet requirement).
The sum cg + ¢1 + ¢ is normalized to 1.

Co

Ho Qo 1

1253 aq

C2

CC

0.16070 078

1.00670 000

0.92770778

o5

0.02170 050

EC

0.17570037

1.0337 057

1.24970 757

0.819705™ 26707 -10°°
0.8017058T 267011077

0.94670.070

0.02470 050

TABLE 8: Fake electron likelihood p.d.f. parameters, found with the unbinned extended likelihood method. The sum co+c1+co

is normalized to 1.

Co

C1 C2

CC 0 jet excl

0.10170-0750.89975 0% 0.0004 052"

CC 1 jet excl

0.10270 072 0.898 70 050 0.000 0.0

CC 2 jet incl

0.16075:036 0.8197001; 0.0215070°

EC 0 jet excl

0.11079:035 0.871F0077 0.0185 00"

EC 1 jet excl

0.093750T70.90770.535 0.0004 5.0

EC 2 jet incl

0.17570:037 0.80170 007 0.0244 050"
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FIG. 6: The electron likelihood distributions for the background sample. The solid line represents the fit function. The function
value drawn in the bin center corresponds to the fit function integral for the bin.

C. The fake electron background rate calculation

In order to calculate the number of events with fake and isolated electrons, an unbinned likelihood fit is used with
the following likelihood:

e*(neJrnfake) N

& = T H(nes(zz) + nfakeB(CCi))y (3)

where ¢ is the event number, x; is the electron likelihood value, N is the total number of selected events, n. is
the number of events with an isolated electron, n 4k is the number of events with a fake electron. S is the signal
probability distribution function (p.d.f.) normalized to 1 described by function (2) where po, ap, p1 and oy are fixed
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TABLE 9: The electron likelihood fit dependence on electron pr for CC electrons (fake electron sample)

pr limits [ co c1 Co

15 GeV < pr < 25[[0.13370 017 0.85370055 0.014750%8
25 GeV < pr < 35[[0.10370017 0.897700% 0.00070-000
35 GeV < pr < 45[[0.07570075 0.92570 027 0.00070-000
45 GeV < pr < 55[[0.09070:055 0.91070 077 0.00070:055
55 GeV < pr < 65][0.16370073 0.82070175 0.01770000
65 GeV < pr < 75|[0.1897007C 0.81179 135 0.00070 532
75 GeV < pr 0.29870-081 7070270 170.000 70953

TABLE 10: The electron likelihood fit dependence on electron pr for EC electrons (fake electron sample)

pr limits || Co C1 C2

15 GeV < pr < 25([0.13970°0% 074570001 0.1157 0020
25 GeV < pr < 35/[0.1557 0937 0.798 79050 (048 J-0°0
35 GeV < pr < 45([0.07270:535 0.928F9-07270.00079 50
45 GeV < pr < 55([0.05970°0%2 0.94175 08¢ 0.00070 505
55 GeV < pr < 65]/0.0467 0050 0.95470- 107 0.00075 0%
65 GeV < pr < 75][0.07270 055 0.92870-153 0.00075 055
75 GeV < pr 0.04170 552 0.9597015; 0.00070-0%

to the values found in Table 3 and ¢y, ¢; and co are taken from Table 6 depending on the number of jets required. B
is the background probability distribution function (p.d.f.) normalized to 1 described by function (2) where ug, o,
w1 and a; are fixed to the values found in Table 7 and cq, ¢; and cg are taken from Table 8 depending on the number
of jets required.

The number of fake electrons in the electron-muon channel is then extracted after fitting the likelihood of the
electron before the likelihood cut. The number of fake electrons in the dielectron channel is extracted in the same
way when requiring randomly one tight and one loose electrons. The likelihood distributions in the final samples are
shown in Figure 7 for the ee channel and in Figure 8 for the ey channel.

As a cross check to this evaluation we can look at the number of same sign (SS) dilepton events after the final
selection. In the ey channel, we found a good agreement between the number of fake electron and muon estimation
with the number of SS events (~ 10 events while we evaluate the sum of the fake electron and fake muon background
to be: 10.71%4, see Table 13). In the dielectron channel, we have 4 SS events after the final selection from which we
should substract the contribution from the misidentification of electron charge (~ 1 event) and SS diboson contribution

(not estimated). Our fake electron background estimation in this channel is: 0.170% (see Table 12).

VI. “FAKE” MUON BACKGROUND EVALUATION

This type of background comes from events with at least one fake isolated muon coming mainly from heavy flavor
quark decays. In the electron-muon channel, it comes more precisely from events with one fake isolated muon and
one isolated electron (W — ev, Z — ee and tt — ejjj). Because the fake muon isolation rate is low especially when
requiring two jets, this background is low. In order to estimate this background, we first estimate the fake muon rate
in data using bb events and then estimate the number of fake muon background using a same sign selection with a
loose isolation requirement in our signal sample.

To measure the muon isolation fake rate f, i.e. the rate at which a muon appears isolated in events where it
should not, we select dimuon loose events matched to loose tracks with one non isolated matched muon as a tag
(etHaloScaled > 0.15, etTrkConeScaledMin > 0.15, near a jet : dR(u,jet) < 0.5) with pr > 15 GeV and count
the number of muons with pr > 15 GeV that appear isolated as a probe. We estimated this rate as a function
of the number of extra jets. Figure 9 shows this fake rate for the 2 jet selection as a function of MET. As some
signal contamination from W events with large MET can be seen, we used only the low MET region (M ET < 40) to
compute the fake rate. The results are shown in Table 11.
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FIG. 7: The electron likelihood distributions for the final sample in the ee channel. The solid line represents the fit function.

The function value drawn in the bin center corresponds to the fit function integral for the bin.
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TABLE 11: Fake muon isolation rate for different number of jet requirement (the errors quoted are statistical only).

0 jet exclusive

1 jet exclusive

2 jets inclusive

fu

3488 £1.02 %

16.15 £ 0.74 %

16.10 £ 1.17 %

317 To compute the number of fake muon background events in our signal sample we then start from the data sample
a5 in the electron-muon or dimuon channels and apply the same selection as for the signal (1-12) except that we don’t
si9  require any isolation for the muons but we ask for the two selected leptons to have the same charge to prevent
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FIG. 9: Muon isolation fake rate as a function of MET after the 2 jet selection.

contamination from physics background. We also subtract the estimated contribution from fake electron background
using the likelihood fit technique in the electron-muon channel.

The number of events in our selection coming from fake muon isolation background is then estimated as the number
of events in the “same sign loose isolation” selection times the fake muon isolation rate computed above. In the dimuon
channel, the “same sign loose isolation” sample is obtained by loosening the isolation requirement on only one muon.
In the electron-muon channel the number of same charge events with loose muon isolation requirement after fake
electron substraction is: 20 events (for CC) and 1.6 evts (for EC) after final selection except likelihood cut. Taking
into account the efficiency of the likelihood cut determined from the fit (see section V) and multiplying by the fake
muon rate from Table 11, we obtain 2.615 5 (see Table 13).

VII. RESULTS

The number of events expected for the different MC samples and observed in data are presented in Table 12 for
the dielectron channel, in Table 13 for the electron-muon channel and in Table 14 for the dimuon channel.

TABLE 12: The measured and predicted event yield in tf — ee process. The errors shown include all systematic uncertainties
(except the one from the luminosity).

Number of fak i — 0, E AN | Nof
Z — 40| Dibosons| -\ PEr OL1AXE 1\ ooc—7.454 pb, xpecte o
electron events me :172GeV) of events events
Inclusive selection 161255.975150%-0 262.2t§‘§;§ 0.070% 77777 || 161595.8 751550 T | 155459
N jets > 1 19385.9f§§31‘_§ 11117525 0.0755 75.3t§;‘§ 19572.4733055 | 19433
N jets > 2 2258.0755-91 47,57 118 0.0707 527753 2358.275°05 | 2514

MYV Selection: BDT >

ool 85754 21108 0.1792 36.9738 47.6152 55

The number of ¢ events is obtained after subtraction of the MC predictions for the “physics” backgrounds (WW,
WZ and Z/~*) and of the “fake” electron and muon contributions. The statistical errors on the cross-section are
determined by extended likelihood fit of the resulting number of events using Poisson distribution. The likelihood
function used in this fit is the following:

e*(atfat{Lint +Nbekg)

& = (oyi€4iLint + nbckg)N N ) (4)

where N is the observed number of events, npc, is the expected number of background events, &7 is the ¢t efficiency,
Lin: is the integrated luminosity and o4z is the fitted #f cross-section.

Using the efficiencies from Table 2, the integrated luminosity of 4.28 fb~! and the t# — £¢ branching ratio of 0.10498
the pp — tt cross-section is found to be:
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TABLE 13: The measured and predicted event yield in ¢ — eu process. The errors shown include all systematic uncertainties
(except the one from the luminosity).

Number of tt — £ljj,

7 — 77| Dibosons Number of fake fake muon | xsec=7.454 pb, Expected N | N of
electron events o of events events

events my =172GeV)
Inclusive selection || 2085.2T 2053 |350.77 731 220.57 998 - 210.67175 ][ 2866.97 523 | 2975
N jets > 1 289.2700 7] 55.67 ;¢ 748755 114753 2052775 63637555 | 684
N jets > 2 28.27555]  9.2757 1500650 18757 147.97706 || 202275;7] 234
ﬁfoﬁ?ihff‘g‘dé‘fv 1197571 6515, 811532 2615, 14347143 172.67165| 204

TABLE 14: The measured and predicted event yield in t# — pu process. The errors shown include all systematic uncertainties
(except the one from the luminosity).

Number of tt — 037,
Z — £¢| Dibosons| fake muon | xsec=7.454 pb, Exi]?ecte(i N|N Otf
events my :172G6V) oI events events
Inclusive selection || 258522.07 321250 | 381.07 501 - 109.5750([259012.4 731701238633
N jets > 1 34358.5 50055 [170.67 505  52.275°% 106.975 T 3468827557021 31443
v b1\11 jets > éDT _ 384127157601 76.3T 1851 16.972 ] 80.67 7|l 4015171570 4306
Selection: . . . . .
0x < 2171551 3.3%0 32708 451743 733754 72

ee: oy = 8.951197 (stat) 7139 (syst) 4 0.68 (lumi) pb

ep: o= 9.0870-78 (stat) T1-91 (syst) 4 0.61 (lumi) pb

B oy = 7.2477:38 (stat) 7133 (syst) +0.69 (lumi) pb.

The estimation of the systematic uncertainties is described in the following section.

VIII. SYSTEMATICS

Here the systematic uncertainties related to our measurements are discussed.

e Luminosity uncertainty. The luminosity uncertainty is known to be 6.1% [50]. To obtain the luminosity error
on the cross section we apply this uncertainty both on MC ¢t signal samples and on the background evaluated
from MC in a correlated way.

e Systematics due to Data-MC luminosity profile difference. The D@ simulation uses overlaid zero bias
events to reproduce detector and luminosity effects from real data. This requires an exact matching of the
overlaid zero bias luminosity profile to the luminosity profile in data. In order to reduce the impact of this
discrepancy on the selection, the luminosity reweighting procedure has been used in MC [36]. This procedure
increases the weights of MC events with high luminosity. Unfortunately, the exact match of luminosity profile
requires very high weights for MC events with high luminosity. In order to limit the statistical fluctuation
because of the high individual weight, the maximal allowed weight in the luminosity reweighting procedure has
been set to 3. In order to estimate the systematics due to the imperfection of the matching procedure all MC
samples have been reweighted without any maximal limit on the weight and the difference in the efficiency with
the default case (maximal weight equals to 3). This uncertainty is found to be negligible (less than 0.1%).

e Systematics due to the MC statistics. This systematic error originates from the statistical error on the
selection efficiencies.
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e Systematics due to the W — [ branching ratio error. This systematic error is computed by propagating
the error on the W to lepton branching ratio assuming lepton universality [15].

e Data quality flag systematics. The systematic uncertainty on the measured data quality flag efficiency was
estimated to be 0.5% [17].

e Higher order effects and hadronization. This uncertainty is evaluated by comparing Alpgen+Pythia with
MC@NLO. For more details see [51]. As currently the size of the MC samples used to evaluate these uncertainties
are limited, we are quoting the maximum between the statistical error and the difference between Alpgen+Pythia
and MCQNLO as systematic uncertainty. This uncertainty has been evaluated in the electron-muon channel
and ported in the dielectron and dimuon channels.

e Color reconnection systematics. This uncertainty is evaluated by comparing Pythia tune Apro with Pythia
tune ACRpro. For more details see [51]. As currently the size of the MC samples used to evaluate these
uncertainties are limited, we are quoting the maximum between the statistical error and the difference between
Pythia tune Apro with Pythia tune ACRpro as systematic uncertainty. This uncertainty has been evaluated in
the electron-muon channel and ported in the dielectron and dimuon channels.

e ISR/FSR systematics. This uncertainty is evaluated by comparing Pythia with the varied ISR/FSR param-
eters. The range of variation has been determined by CDF. For more details see [51]. As currently the size
of the MC samples used to evaluate these uncertainties are limited, we are quoting the maximum between the
statistical error and the difference between the different between the different MC samples. This uncertainty
has been evaluated in the electron-muon channel and ported in the dielectron and dimuon channels.

e PDF uncertainties. The standard caf_pdfreweight package has been used for this estimation. The systematic
uncertainty due to the choice of PDF is estimated by varying the 20 CTEQ6.1M PDF within their errors in
the #t signal MC [44]. As our MC samples are generated using CTEQ6.1L, we have to consider the reweight
efficiency from CTEQG6.1L to CTEQ6.1M as central value for this uncertainty determination.

¢ b-quark fragmentation uncertainty. This error is estimated using the standard procedure described in [45]
by reweighting the ¢t events using different fragmentation functions.

e Muon ID and track scale factor systematics. We use as the uncertainties on loose muons and loose tracks
the numbers provided by the muon ID group [26].

e Muon isolation scale factor systematics. We use as the uncertainties on the muon isolation the number
provided by the muon ID group [26].

e Trigger systematics. In the dielectron channel, the evaluation of the systematic uncertainties on the single
electron “OR” trigger efficiency is done in two steps. We first evaluate the influence of the statistical uncertainties
on the trigger turn-ons by shifting them by +o. The difference between data and MC changes by +0.3% -0.5%.
We then select only one random electron before applying the trigger turn-on. If the trigger turn-ons didn’t have
any uncertainties, the difference between MC and data should stay the same. This difference shifts by 0.7%,
which is of the order of the variation induced by the statistical uncertainties. We then quote the statistical
uncertainties on the turn ons as electron trigger systematic uncertainty.

In dimuon channel we apply similar technique. The statistical uncertainty on the trigger efficiency is found to
be 5%. After selecting one random muon we found that the difference between data and MC is changed less
than statistical uncertainty and we assign 5% as trigger systematicsin dimuon channel.

In electron-muon channel we compare data and MC after applying the single electron “OR” trigger requirement
or the single muon “OR” requirement. The data/MC ratio changes by 5.3% for single electron “OR” and by 7%
for the single muon “OR”. We choose to use the single electron trigger “OR” result to assign the systematics,
as this trigger OR is more efficient and known to be better measured than single muon “OR”

e Opposite charge requirement systematics. The electron charge misidentification fraction is not the same
in data and in MC. To evaluate the systematic uncertainty on the opposite sign requirement, we had to evaluate
these fractions, both for MC and data, in the CC and the EC. We used the Z — ee MC samples, and required
successively opposite and same sign events. We fitted the invariant mass distributions to keep only events in
the Z peak, and computed the misID fraction for one electron in the EC and the CC. They are presented in
Table 15.
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Data|MC
CC|0.24 [0.06
EC|5.8 [2.7

TABLE 15: Electron charge misidentification fraction (in %)

The obtained results are consistent with those of the EMID group [43]. We then computed the probability
to have same sign events in the background and signal samples in MC and data. We assign the difference
of these probabilities as the systematic uncertainty on the opposite sign requirement. We have studied this
misidentification fraction in Z — up events and found it negligeable.

Uncertainty from the dZ cut. Our selection requires that the distance along the beam axis between the
lepton tracks and the vertex is less than 1 cm. It has been found recently that the efficiency of this cut can be
very different between MC and data. To measure it we have computed the MC/data ratio of this distance prior
to any cuts as a function of the jet multiplicity. After requiring 2 jets, we have found an efficiency difference of
2% for this cut between data and MC (both in dimuon and dielectron final state) that we assigned as systematic
uncertainty.

Z vertex distribution difference between data and MC. The z vertex distribution simulated in MC events
is quite different from the data. In order to correct for this difference the corresponding p20 reweighting from
the caf-mc_util package has been applied. This reweighting is based on the study from the note [18]. In order to
estimate the systematics for this correction, an alternative parametrization for the beam shape could be used.
The difference in the event selection efficiency between default and alternative parametrization is quoted as a
systematic uncertainty.

Electron ID scale factor systematics. The uncertainties on the Electron ID scale factor have been deter-
mined by the EMID group [47] taking into account the fluctuations in the data and MC efficiencies used to obtain
the scale factor and the background contributions in the certification procedure. The default parametrization of
the electron identification efficiency is two-dimensional and uses detector n and ¢. Other parametrizations exist
with respect to pr, luminosity and the vertex position. Using all the different parametrizations, we noticed that
the biggest difference in efficiency comes from changing the parameterization from (1, ¢) to (7, pr). In addition
to the error coming from the certification procedure, we assign these differences as systematic uncertainties for
the electron identification efficiency.

Electron smearing systematics. In standard analyses, additional smearing is applied to MC electrons to take
into account the difference of resolution between data and MC. This oversmearing is currently being improved
by the EMID group. For the moment we use a 0.5% uncertainty on the current used parameters to evaluate the
systematic uncertainty due to the electron resolution [48]. This uncertainty is found to be negligible.

Lepton momentum scale systematics. This systematic uncertainty emerges from the electron and muon
momentum scale difference between data and simulation. It is evaluated by varying the electron and muon
momentum scale as described in [51].

Muon resolution systematics. In standard analyses, additional smearing is applied to MC muon to take into
account the difference of resolution between data and MC. The systematic uncertainty due to this additionnal
smearing is evaluated by shifting the smearing parameters by their uncertainties [49].

Jet ID systematics. The standard procedure defined by the jet ID group has been used which consists of
varying the jet ID efliciency by its uncertainty.

Jet resolution systematics. The JSSR procedure applies additional smearing to the MC jets, in order to
account for the different jet pr resolution in data and MC. To compute the systematic uncertainty on the jet
resolution, the width of the gaussian used to smear the jet energy should be varied by the size of the uncertainty
on the jet energy resolution parameters in MC.

Vertex confirmation systematics. The uncertainty on the jet vertex confirmation efficiency is evaluated by
the jet ID group and implement in the caf_eff_util package. We estimated this uncertainty by varying the vertex
confirmation efficiency scale factor by one standard deviation.

Jet energy scale systematics. This systematic error has been evaluated by shifting the JES corrections by
—1o or +10 where o has been measured in the JSSR procedure [31].
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49 e b-quark JES. This error takes into account the difference between the nominal inclusive JES and the JES for
450 b-hadrons. This later JES has been evaluated to be 1.8 % smaller [46]. This systematic error is obtained by
as1 shifting down by 1.8 % the nominal JES.

a2 e JSSR shifting systematics. As the JSSR jet shifting has been derived on y+jets and Z+jets events and so
453 is not fully valid for the MC samples used in the analysis due to the different fraction of gluon and quark jets
454 in the samples, a systematic error has been conservatively assigned by switching off the shifting correction for
455 the background samples and by switching on the shifting correction for t¢. The errors on the background and
456 on the signal are taken to be uncorrelated.

a7 e Uncertainties on diboson and Z — ¢/ cross-sections. These uncertainties have been discussed in section II.
458 e Z pr reweighting uncertainty. In this analysis, we use the new Alpgen Z pT reweighting (caf_-mc_util p21-
459 br-143), which computes two weights (inclusive and per bin of jets) and their systematic uncertainties. Shifting
460 these weights by their positive and negative uncertainties induces a difference in the Z efficiency. We quote this
461 efficiency changes as systematic error on the Z pT reweighting by conservatively adding the inclusive and jet
462 dependent uncertainties quadratically.

463 e Background modeling uncertainty. To taken into account the disagreement between data and MC BDT
464 shapes in the dielectron or dimuon channels we have reweighted the Z MC samples to the data in a background
465 dominated region (BDT < 0.5). We see a difference of 10% in the background yield after reweighting consistent
a6 with the largest effect observed when reweighting the input BDT variables. We quote this variation as systematic
467 uncertainty on the background samples.

468 e Likelihood fit statistics. This error comes from the uncertainty of the electron likelihood fit.

469 e Likelihood fit systematics for the fake electron background. The main source of systematic uncertainty
470 from the likelihood fit procedure comes from the uncertainty on the ¢y parameter for the background template
an1 that mostly determines the number of fake electron background after likelihood cut (the other ones are
a2 correlated to it). The largest variation of this parameter comes from the dependency on the electron pr. We
a3 are using the variations of ¢y seen in Tables 9 and 10 for the background template to determine this systematic
a7 error. We assigned a 50% uncertainty on the number of fake electron background in CC and 100% uncertainty
ars on the number of fake electron background in EC.

476

a7 e Fake muon systematic uncertainties. An uncertainty due to the statistical error on the fake muon rate
a78 determination and on the statistical error of the non isolated muon sample have been assigned to the fake muon
a19 background estimation.

480 e Cross-section dependence with the top mass. The uncertainty due to the effect of the top mass on the full
481 selection efficiency is estimated using MC samples generated with different top masses. Following the general
482 top group strategy, we will not add this systematics to all other sources, but it will be cited separately. This
283 allows to recalculate the cross-section for any value of the top mass.

484 Using the same parametrization as in [1], we fit the measured cross section as a function of the top quark mass.
485 The variation of the combined p17 and p20 measurement (cf. eq. 6) as a function of the top mass is shown in
486 Fig 10.

487 The total systematic errors for the different MC samples are summarized in the tables 16, 17 and 18 including all

s systematic errors except the error on the top mass. We call the variations of the systematics uncertainties “up”, if it
o shifts the tf efficiency to the larger values. Usually it corresponds to the negative shift on the cross-section and hence
wo  to to the “down” variation of total cross section.

4

o
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FIG. 10: Variation of the measured cross section (point) as a function of the top quark mass (black lines). Also shown the
theoritical prediction (red, green and blue lines) from [39, 52, 53].



TABLE 16: Relative systematics for the different MC samples in the dielectron channel.

tt — 055, %|| Z — €, % ||Dibosons, %|| Fake EM, % || Total, pb
up| down up| down up| down up| down||down| up
MC statistics 1.11| -1.11{{20.03|-20.03||18.59|-18.59 -0.37| 0.37
W — fv branching ratio 1.70| -1.70 -0.15| 0.15
DQ event selection 0.50| -0.50{| 0.50| -0.50]| 0.50| -0.50 -0.06 | 0.06
Higher order and 2.00| -2.00 -0.18] 0.18
hadronization
Color reconnection 2.60| -2.60 -0.23] 0.23
ISR/FSR 3.40( -3.40 -0.30( 0.30
PDF 0.54| -0.86|| 3.76| -4.06|| 1.66| -1.37 -0.12| 0.15
b quark modeling 1.24| -1.24 -0.11] 0.11
Trigger 0.50( -0.50(| 0.50| -0.50|| 0.50| -0.50 -0.06| 0.06
Opposite charge 1.64| -1.64|| 1.64| -1.64|| 1.64| -1.64 -0.181 0.18
dZ(lepton, PV) 2.00| -2.00{| 2.00| -2.00|| 2.00| -2.00 -0.22] 0.22
Electron ID (certification) || 6.80| -6.80|| 6.80| -6.80|| 6.80| -6.80 -0.75| 0.75
Electron D (pr 1.85| -1.85|| 3.36| -3.36|| 5.40| -5.40 -0.25] 0.25
dependence)
EM energy scale 0.71] -0.71{|-9.92| 9.92|| 6.26| -6.26 0.081-0.08
Vertex Z distribution 0.24| -0.24|| 8.66| -8.66|| 0.84| -0.84 -0.17( 0.17
Jet ID 1.11| -1.11}| 1.07| -1.07|| 2.35| -2.35 -0.13| 0.13
Jet resolution 0.58| -0.58(|-5.49| 5.49|| 5.89| -5.89 0.02(-0.02
Vertex confirmation 2.39| -2.39||17.71|-17.71([10.78|-10.78 -0.56| 0.56
Jet energy scale 1.81| -1.92||16.21|-16.26 || 8.69| -8.20 -0.48] 0.49
b quark JES 0.44| -0.44 -0.04| 0.04
JSSR shifting on 3.37| -3.37 -0.30| 0.30
7 cross-section 5.00| -5.00 -0.09| 0.09
Z pr reweighting 10.00{-10.00 -0.17| 0.17
Background modeling 10.00{-10.00 {{10.00|-10.00 -0.21] 0.21
JSSR shifting off 11.47|-11.47/12.82(-12.82 -0.25| 0.25
Diboson cross-section 20.00|-20.00 -0.09| 0.09
Fit statistical error 165.22]-81.401| -0.04| 0.02
Fit systematics 50.00{-50.00(| -0.01| 0.01

| Total:

[[10.38]-10.42][40.22]-40.27[[36.97 [-36.85 [[172.62[-95.53 ]| 1.39]-1.39]]
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TABLE 17: Relative systematics for the different MC samples in the electron-muon channel.

tt — 0054, %|| Z — 77, % ||Dibosons, % ||Fake EM, % || Fake Mu, % || Total, pb

up| down up| down up| down up| down up| down||down| up
MC statistics 0.43| -0.43]{10.79(-10.79({10.91|-10.91 -0.09| 0.09
W — fv branching ratio ||1.70| -1.70 -0.15| 0.15
DQ event selection 0.50( -0.50]| 0.50| -0.501{| 0.50| -0.50 -0.05| 0.05
Higher order and 2.00] -2.00 018 0.18
hadronization
Color reconnection 2.60| -2.60 -0.24] 0.24
ISR/FSR 3.40( -3.40 -0.31| 0.31
PDF 0.28| -0.48|| 6.15| -4.49|| 0.53| -0.65 -0.07| 0.07
b quark modeling 1.09( -1.09 -0.10| 0.10
Muon ID 1.00{ -1.00|| 1.00| -1.00|| 1.00| -1.00 -0.10( 0.10
Muon track 1.10( -1.10{| 1.10| -1.10}|| 1.10| -1.10 -0.11| 0.11
Muon isolation 0.50( -0.50|| 0.50( -0.50(| 0.50| -0.50 -0.05| 0.05
Trigger 5.00{ -5.00|| 5.00| -5.00( 5.00| -5.00 -0.50( 0.50
Opposite charge 0.82 -0.82]| 0.82] -0.82| 0.82| -0.82 -0.08| 0.08
dZ(lepton, PV) 2.00| -2.00{| 2.00| -2.00(| 2.00| -2.00 -0.20| 0.20
Electron ID (certification) |[3.40| -3.40|| 3.70] -3.70|| 3.40| -3.40 -0.34| 0.34
Electron 1D (pr 0.80| -0.80|/-0.92| 0.92|| 0.36| -0.36 -0.07| 0.07
dependence)
EM energy scale 0.19( -0.19|| 2.43| -2.43|| 0.13| -0.13 -0.03| 0.03
Vertex Z distribution 0.55( -0.55|| 0.59| -0.59|| 0.39| -0.39 -0.05| 0.05
Jet ID 1.01| -1.01|| 0.75| -0.75]| 2.52| -2.52 -0.10| 0.10
Jet resolution 0.22| -0.15||-0.17| -0.05|| 2.18| 0.09 -0.03| 0.01
Vertex confirmation 2.66| -2.66|| 1.99| -1.99(| 6.10| -6.10 -0.27| 0.27
Jet energy scale 1.52 -1.69|| 4.31| -3.23|| 6.54| -5.04 -0.19] 0.19
b quark JES 0.72| -0.72 -0.07| 0.07
JSSR shifting on 4.09| -4.09 -0.37| 0.37
7 cross-section 5.00| -5.00 -0.03| 0.03
7 pr reweighting 9.40| -8.00 -0.06| 0.05
JSSR shifting off 12.48-12.48 (|18.26 [-18.26 -0.14| 0.14
Diboson cross-section 20.00{-20.00 -0.07] 0.07
Fit statistical error 16.01|-14.39(|39.52|-34.91| -0.09 0.08
Fit systematics 45.01]-45.01 -0.191] 0.19
Fake muon rate 7.29| -7.291| -0.01| 0.01

[Total: [9-96] -10.00][22.35[-21.20][31.43[-31.08][47.77[-47.25[40.19[-35.66 ][ 1.01]-1.01]]




TABLE 18: Relative systematics for the different MC samples in the dimuon channel.

tt — 0055, %|| Z — ¢, % ||Dibosons, %|| Fake Mu, % || Total, pb

up| down up| down up| down up| down||down| up
MC statistics 0.95 -0.95||15.25(-15.25(|17.86|-17.86 -0.56 | 0.56
W — fv branching ratio |[{1.70| -1.70 -0.12| 0.12
DQ event selection 0.50( -0.50]| 0.50| -0.50(| 0.50| -0.50 -0.06| 0.06
Higher order and 2.00| -2.00 -0.14] 0.14
hadronization
Color reconnection 2.60| -2.60 -0.19| 0.19
ISR/FSR 3.40( -3.40 -0.25| 0.25
PDF 0.13| -0.25|| 2.74| -2.71|| 1.19| -1.07 -0.11| 0.12
b quark modeling 0.96| -0.96 -0.07| 0.07
Muon ID 2.00( -2.00|| 2.00( -2.00(| 2.00| -2.00 -0.23| 0.23
Muon track 2.20( -2.20|| 2.20| -2.20|| 2.20| -2.20 -0.25| 0.25
Muon isolation 1.00( -1.00|| 1.00| -1.00{| 1.00| -1.00 -0.11] 0.11
Trigger 5.00| -5.00{| 5.00| -5.00(| 5.00| -5.00 -0.57| 0.57
dZ(lepton, PV) 2.00( -2.00|| 2.00( -2.00(| 2.00| -2.00 -0.23| 0.23
Vertex Z distribution 0.50( -0.50|| 1.11| -1.11|| 0.43| -0.43 -0.08| 0.08
Jet ID 0.44| -0.44(-0.23| 0.23| 2.29| -2.29 -0.04| 0.04
Jet resolution 0.25| -0.19|| 6.12|-14.34|| -3.48| -7.33 -0.22| 0.57
Vertex confirmation 2.34| -2.34|| 3.52| -3.52(|12.45|-12.45 -0.36| 0.36
Jet energy scale 1.96| -1.73|| 0.33| -1.28]|| 4.49|-13.41 -0.18] 0.24
b quark JES 0.86| -0.86 -0.06 | 0.06
JSSR shifting on 4.06| -4.06 -0.291] 0.29
7 cross-section 5.00| -5.00 -0.18| 0.18
Z pr reweighting 8.20| -7.60 -0.29| 0.27
Background modeling 10.00|-10.001|10.00|-10.00 -0.41) 0.41
JSSR shifting off 11.69|-11.691| -2.45| 2.45 -0.41] 0.41
Diboson cross-section 20.00(-20.00 -0.11} 0.11
Statistical error on SS 24.06(-20.73 | -0.13| 0.11
Fake muon rate 7.29| -7.29]|-0.04| 0.04

[Total: [9.65] -9.61][25.68]-28.63][32.53]-35.49][25.14]-21.97 | 1.33]-1.43]]
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IX. COMBINATION

The combination of all dilepton channels is done in the same way as previously [40, 41] by performing a maximum
likelihood fit of the predicted number of events, dependent on oz, to the observed number of events. In order to
take into account each channel into the likelihood maximization procedure the Poisson probabilities are multiplied
together:

& = [ PVePs, NPl (o)) (5)

i=1

where P(NPs, NP redicted) qefines the Poisson probability to observe N°PS events when the predicted number of events
is NPredicted and where 4 runs over all three channels.

The correlation of systematic uncertainties between the channels is taken into account by assigning the same
nuisance parameter to each correlated systematic [42]. The correlations between each channel and between p20 and
pl7 are summarized in Table 19. Each nuisance parameter is varied one at a time by 1 ¢ up and down, and the
difference between the newly determined cross section and the central result denotes the systematic uncertainty for the
considered systematics. The total systematic uncertainty is calculated by taking the quadratic sum of all systematics.

TABLE 19: Summary of the systematic uncertainties correlations between each channel in p20 (left) and between p20 and pl7
measurements (right).

Systematic Correlat|el(;20 ee|p20 eu|p20 o Systematic Correlation pl7|p20
- - Monte Carlo statistics
Branchlng. fractions X X X Branching fractions X | X
Data quality X X X Data qualit x| x
Higher order, hadronization X X X Higher or de}; hadronization| X | X
Color reconnection X X X Color reconn,ection x| x
ISR/FSR X X X
ISR/FSR X | X
PDF X X X PDF X | x
b quark modeling X X X .
b quark modeling X | X
Muon ID and scale X X M ID and I
Muon track X X MESE tra(in scale
Muon isolation X X Muon isolation
Electron ID and scale X X Electron ID and scale
Opposite charge X X Opposite charge X | X
dzZ(l,PV) X X X dZ(l, PV) X | x
Vertex Z distribution X X X Vert:ex 7 distribution x| x
Jet ID X X X Triecer
Jet energy resolution X X X 3 thgD
Jet vertex confirmation X X X Jz t energy resolution
get energy scale X X X Jet vertex confirmation
— Jet energy scale X X X Jot enerev scale
JSSR Shifting on/off X X X &y
7 iohti X X X b— Jet energy scale X | X
pr TOWeIgAtng JSSR. Shifting on/off X | X
background cross sections X X X Lumi reweichtin
EM lhood fit systematics X X Zp ! re:VVeilghtilng X | x
. T
Background m(')deh'ng X X Background cross sections | X | X
Integrated luminosity X X X Backeround modelin
Uncorrelated METgmo delin &
Monte Carlo statistics X X X Fake EM &
Trigger N X X X Fake muon rate
EM lhood fit statistical error| X X Inteerated luminosit X | x
Fake muon rate X X g Y

The combined pp — tt dilepton cross-section is found to be:

0 o =8.7610:55 (stat) T5 02 (syst) T0:00 (lumi) pb.

Combining this result with the published one [1] that used 1fb~! leads to a tf production cross sections in the
dilepton channel for the top quark mass of 172.5 GeV using 5.3 fb~! of:

00 oyp = 8.44%0%) (stat) *97 (syst) *9:$7 (lumi) pb. (6)



so  The measured cross sections are in good agreement with the standard model prediction of 7.46F

0.48
0.67

pb [39].
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In this section data versus simulation comparisons are presented for 3 levels of selection:

X. SANITY PLOTS
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a ) inclusive selection: corresponding to events selected after cut 10 without any jet requirement;

b ) 2 jet selection: corresponding to events selected after cut 10 with at least two jets (see jet selection in
section III);

¢ ) full selection: corresponding to events selected after all cuts.

The tf simulation is shown normalized to the measured tf cross-section in each of the channels. For all selections
the number of “fake” background is normalized to the number given by the electron likelihood fit and/or by the muon
fake rate while the shape of the distribution is taken from events where the leptons have the same sign.

FIG. 11: Transverse missing energy distributions in the ee channel.
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FIG. 12: Missing energy significance in the ee channel.
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FIG. 13: Hr distribution where Hr is the scalar sum of the leading lepton transverse momentum and transverse momentum
of all jets in the ee channel.
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FIG. 14: H: sum of the energy of the electrons and the jets in the ee channel.
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FIG. 15: Aplanarity in the ee channel.
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FIG. 16: Sphericity in the ee channel.

FIG. 17: Centrality in the ee channel.

FIG. 18: ktmin in the ee channel.
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FIG. 53: Hr distribution where Hr is the scalar sum of the leading lepton transverse momentum and transverse momentum
of all jets in the pp channel.
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FIG. 55: Aplanarity in the pu channel.
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FIG. 60: Dimuon invariant mass M, in the pu channel.
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FIG. 61: Leading jet transverse momentum distribution in the pu channel.
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FIG. 63: Leading jet pseudo-rapidity distribution in the pu
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XI. APPENDIX: TMVA INPUTS IN THE DIELECTRON CHANNEL
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FIG. 70: Signal (red) and background (blue) separations for the input variables of the dielectron BDT.
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FIG. 71: Correlations between the input variables of the dielectron BDT for signal (left) and the background (right).
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FIG. 73: Correlations between the input variables of the dimuon BDT for signal (left) and the background (right).
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