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15CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France77

∗ with visitors from aAugustana College, Sioux Falls, SD, USA, bThe University of Liverpool, Liverpool, UK, cSLAC, Menlo Park,
CA, USA, dUniversity College London, London, UK, eCentro de Investigacion en Computacion - IPN, Mexico City, Mexico, fECFM,
Universidad Autonoma de Sinaloa, Culiacán, Mexico, and gUniversität Bern, Bern, Switzerland.



4
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80University of Washington, Seattle, Washington 98195, USA142

We present a measurement of the top quark-antiquark pair production cross section in pp̄ collisions

at
√

s = 1.96 TeV using 5.4 fb−1 of data collected with the D0 detector. We consider decay

channels with two electrons, two muons or one electron and one muon in the final state. For a top

quark mass of mt = 172.5 GeV, the measured cross section is 7.4+0.9
−0.8 (stat + syst) pb. This result

combined with the cross section measurement in the lepton + jets final state yields a cross section

of 7.6 ± 0.6 (stat + syst) pb which agrees with the standard model expectation.

PACS numbers: 14.65.Ha, 13.85.Lg, 13.85.Qk, 14.60Fg, 12.15.Ff143

I. INTRODUCTION144

Precisely measuring the top quark pair (tt̄) production cross section (σtt̄) and comparing such a measurement145

with the current predictions from the standard model (SM) provides an important test of perturbative Quantum146

Chromodynamics (QCD). At present, the most precise predictions of σtt̄ are given by approximate next to next to147

leading order (NNLO) calculations [1–3] with a precision of 6% to 9% which challenge the experimental precision for148

the measurement of σtt̄. Furthermore, because σtt̄ depends on the top quark mass (mt), it can be used to constrain149

that SM parameter [4, 5]. Comparing the SM prediction with the measured σtt̄ value allows to test the presence of150

the physics beyond the SM, as for instance, scenarios in which the top quark would decay into a charged Higgs boson151

and a b quark [5].152

In this letter we present an updated measurement of σtt̄ in pp̄ collisions at
√

s = 1.96 TeV in the dilepton (``)153

channel. In this channel both W bosons from top quark decay leptonically into eνe, µνµ or τντ . We consider only154

τ → eνeντ , τ → µνµντ decays, thus giving rise to the ee, µµ or eµ final states. This measurement complements the σtt̄155

measurements in the lepton+jets (`j) channel in which one of the W bosons from the top quark decays hadronically156

into a qq̄′ pair and the other W boson decays leptonically [6, 7] as well as measurements in the all hadronic channel157

in which both W bosons decay hadronically [8].158

The measurement is based on data collected with the D0 detector during Run II of the Fermilab Tevatron collider159

that correspond to an integrated luminosity of 5.4 ± 0.3 fb−1. This result supersedes our previous measurement [9],160

which used a dataset five times smaller than the one considered here. The CDF collaboration has performed a σtt̄161

measurement in the `` channel using 2.8 fb−1 [10]. The ATLAS and CMS collaborations recently published their first162

σtt̄ measurements in pp collisions at
√

s = 7 TeV [11, 12].163
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The D0 detector is described in detail in [13]. The region of the D0 detector closest to the interaction point contains164

a tracking system consisting of a silicon microstrip tracker (SMT) and a central fiber tracker (CFT) both located165

inside a superconducting solenoid magnet which generates a magnetic field of 1.9T. Hits in these two detectors are166

used to reconstruct tracks from charged particles in the pseudorapidity region |η| < 3 [28]. Surrounding the two167

tracking subdetectors are liquid argon-uranium calorimeters, segmented into electromagnetic and hadronic sections.168

The central section of the calorimeter (CC) covers pseudorapidities |η| < 1.1, and the two end calorimeters (EC)169

extend coverage to |η| ≈ 4.2 with all three housed in separate cryostats. The muon system surrounds the calorimeter170

and consists of three layers of tracking detectors and scintillator trigger counters covering |η| < 2. A toroidal iron171

magnet with a field of 1.8T is located outside the innermost layer of the muon detector. The luminosity is calculated172

from the rate of inelastic pp̄ collisions measured with plastic scintillator arrays, located in front of the EC cryostats [14].173

The D0 trigger is based on a three-level pipeline system. The first level is implemented in custom-designed hardware.174

The second level uses high-level processors to combine information from the different sub-detectors to construct simple175

physics objects. The software-based third level uses full event information obtained with a simplified reconstruction176

algorithm.177

II. OBJECT IDENTIFICATION178

The tt̄ dilepton final state contains two leptons (electrons or muons), at least two jets and significant transverse179

missing momentum.180

Electrons are identified as energy clusters with radius R =
√

∆η2 + ∆φ2 < 0.2 in the calorimeter consistent in their181

profile with an electromagnetic shower. More than 90% of the energy of the electron candidate should be deposited182

in the electromagnetic part of the calorimeter and it should have less than 20% of its energy in a calorimeter annulus183

of 0.2 < R < 0.4 around its direction. This cluster has to be matched to a track. We consider electrons in CC184

with |η| < 1.1 and in EC with 1.5 < |η| < 2.5. Additionally, we require an electron likelihood discriminant based on185

tracking and calorimeter information to be larger than 0.85.186

A muon is identified as a segment in at least one layer of the outer muon chambers in the full acceptance of the D0187

muon system, matched to a track in the central tracking system. Reconstructed muons should satisfy two isolation188

criteria. First, the transverse energy deposit in a calorimeter annulus around the muon 0.1 < R < 0.4 (Eµ iso
T ) has189

to be smaller than 15% of the transverse momentum of the muon (pµ
T ). Second, the sum of the pT of the tracks in a190

cone of radius R < 0.5 around the muon track in the central tracking system (pT
µ iso) has to be smaller than 15%191
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of pµ
T . Muons that fulfill these isolation criteria are referred to as tight isolated muons.192

For events simulated with Monte Carlo (MC) the residual differences with data in the electron or muon pT resolution193

and in the electron or muon identification efficiencies are corrected. These corrections are derived by measuring the194

efficiencies and resolutions in Z/γ?→ `` data and MC events, identifying one tight lepton as tag and using the other195

charged lepton as a probe (tag-and-probe method).196

Jets are identified with a fixed cone algorithm with radius R < 0.5 [15]. We consider jets in the range |η| < 2.5. A197

jet energy scale correction (JES) is determined by calibrating the energy deposited in the jet cone using transverse198

momentum balance in γ+jet and dijet events. If a muon overlaps with the jet cone, the momentum of that muon is199

included in the correction to account for the energy lost to semileptonic hadron decays.200

We require that the jets are matched to at least two tracks originating from the vertex of the primary interaction201

(PV). Jets in MC are corrected for the residual difference between data and MC in the energy resolution and JES.202

These correction factors are measured by comparing data and MC in (Z/γ?→ ee)+jets events.203

We use a neural-network (NN) tagging algorithm [16] to identify jets from b quarks. The algorithm combines204

information from the impact parameter of the tracks and variables that characterize the presence and properties of205

secondary vertices within the jet. In order to use this information for b-tagging, the jet is required to be matched to206

a jet built from tracks. Jets fulfilling this requirement are called taggable jets.207

The missing transverse momentum (/pT ) is reconstructed from the energy deposited in the calorimeter cells. Cor-208

rection for lepton and jet pT ’s are propagated into the /pT . The missing transverse momentum significance (σ/pT
) is209

defined in each event as /pT divided by its uncertainty.210

More details about object identification can be found in [17].211

III. EVENT SELECTION AND BACKGROUND ESTIMATION212

The main sources of background in the `` channel come from Drell-Yan and Z boson production (Z/γ?→ ``),213

diboson production (WW, WZ, ZZ) and instrumental background. The instrumental background mainly arises from214

multijet and W+jets events in which one or two jets are misidentified as electrons or an isolated muon originating of215

semileptonic decays of a heavy flavor quark is emitted by jet.216

For this analysis we consider events that fired a set of single lepton triggers for the ee and µµ channels. For the eµ217

channel we consider events selected by any trigger. Efficiencies for single lepton triggers have been measured using218

the tag-and-probe method with Z/γ?→ `` data. These efficiencies are found to be around 99% for the ee channel and219
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80% for the µµ final state. For the eµ channel the overall efficiency of the single lepton and electron-muon triggers is220

close to 100%.221

In order to separate the tt̄ signal events from background, the following selection is applied:222

• We require at least one PV in the beam interaction region with |Z| < 60 cm, where Z is the coordinate along223

the beam axis and Z=0 in the center of the detector. At least three tracks must be associated with this PV.224

• We require at least two isolated leptons with transverse momentum pT > 15 GeV. These two leptons must225

originate from the same PV, i.e. the difference between the Z coordinates of the two lepton tracks should be less226

than 2 cm, where the Z coordinate is calculated at the point of the track closest approach to the beam.227

• We require the two selected leptons to have opposite charge.228

• In the eµ final state we require the distance between the electron and the muon directions: R(e, µ) > 0.3 to229

reduce the background from bremsstrahlung.230

• We require at least two jets with pT > 20 GeV. In the eµ channel, we also consider events with only one jet.231

• To further improve the signal purity of the selected sample, we apply additional topological selections. In the232

eµ final state with two jets we require HT > 110 GeV, where HT is the scalar sum of the transverse momenta of233

the leading lepton and the two leading jets. In the eµ channel with exactly one jet we require HT > 105 GeV.234

In the ee final state, we require σ/pT
> 5 while in the µµ channel we require that /pT > 40 GeV and σ/pT

> 5.235

In order to estimate the signal efficiency and the background contamination we use the MC simulation for all236

contributions but the instrumental background, the latter being derived with data. The tt̄ and Z/γ? events are237

generated with the tree level matrix element generator alpgen [18] interfaced with the pythia [19] generator for238

parton showering and hadronization. Diboson events are generated with pythia. All simulated samples are generated239

using the CTEQ6L1 parton distribution functions (PDFs) [20]. The Z/γ? samples are normalized to the NNLO cross240

section computed for different dilepton invariant mass ranges with the FEWZ program [21]. We simulate separately241

Z/γ? with heavy flavor (HF) quarks Z/γ?+bb (or Z/γ?+cc) using alpgen and enhance the corresponding leading242

order cross sections by a factor of 1.5 (1.7) estimated with the MCFM program [22]. The diboson samples are243

normalized to the next to leading order cross section calculated with MCFM. Uncertainties in these normalization244

factors are taken into account as systematic uncertainties. We additionally apply a correction to the Z/γ?+jets245

simulation to address the imperfect modeling of the Z boson pT in the MC.246

The instrumental background is estimated directly from data. First, in the ee and eµ channels we determine the247

contribution of events with jets misidentified as electrons using the signal data sample but without electron likelihood248
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TABLE I: Numbers of expected and observed events assuming the SM tt̄ cross section for a top mass of mt = 172.5 GeV
(7.45 pb). The expected number of events is shown with its systematic uncertainties. The uncertainty on the ratio between
observed and expected number of events takes into account the statistical uncertainty in the observed number of events and
the systematic uncertainty in the expected number of events.

Channel Z → `` Diboson
Instrumental
background

tt̄ → `¯̀bb̄νν̄ Expected
N of events

Observed
N of events

Observed
Expected

eµ two jets 30.3± 4.2 8.6 ± 1.2 22.7± 8.6 191.5± 18.8 253.1± 24.3 281 1.11± 0.13
eµ one jet 40.9± 4.8 20.7± 2.4 25.3± 10.5 52.1± 9.4 139.0± 16.5 150 1.08± 0.16
ee 12.6± 2.0 3.0 ± 0.4 - 45.6± 5.3 61.1± 7.1 74 1.21± 0.20
µµ 67.3± 9.7 5.1 ± 0.7 7.6± 1.2 59.8± 6.6 139.8± 15.7 144 1.03± 0.14

discriminant cut. We extract the number of events with misidentified jets, nf , and the number of events with249

real electrons, ne, by fitting the electron likelihood distribution with an extended likelihood fit, using the following250

likelihood function:251

L =

N
∏

i=1

[neS(xi) + nfB(xi)]
e−ne+nf

N !
, (1)

where N is the number of selected events and S(xi) and B(xi) are the signal and background probability density252

functions (pdf), and i runs over all selected events. The signal pdf is measured in Z/γ?→ ee data events. The253

background pdf is measured in eµ events with the same selection as the analysis sample but inverting the opposite254

sign lepton requirement (same sign sample) without any topological requirement but with muon anti-isolation cuts:255

Eµ iso
T /pµ

T > 0.2 and pµ iso
T /pµ

T > 0.2. The total number of events with a jet misidentified as an electron in the signal256

selection can be found as n = nf

∫ 1.0

0.85
B(x)dx, where the integration is done over the high likelihood region. The257

estimation is performed separately in CC and EC. It was found that the contribution of instrumental background to258

the ee channel is negligible.259

In a second step, we determine the number of events with an isolated muon arising from jets in the eµ and µµ260

channels. This number is estimated as nµ
f = Nloosefµ, where Nloose is the number of events in the same sign sample261

with loose isolation criteria on the muon: Eµ iso
T /pµ

T < 0.5 and pµ iso
T /pµ

T < 0.5. In the µµ final state we apply these262

loose isolation cuts only to one randomly chosen muon. In the eµ channel, the number of events with jets misidentified263

as electrons in the same sign sample is subtracted from Nloose. The muon fake isolation rate fµ is determined in a264

dimuon sample with at least one jet. In this sample we require one muon to be close to the jet (dR(µ, jet) < 0.5)265

with anti-isolation cuts Eµ iso
T /pµ

T > 0.15 and pµ iso
T /pµ

T > 0.15. The other muon defined as the probe should pass266

the loose isolation cuts Eµ iso
T /pµ

T < 0.5 and pµ iso
T /pµ

T < 0.5. We compute fµ as the ratio of the number of events in267

which the probe muon passes the tight isolation cuts to the total number of events in this same-sign sample.268
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The number of predicted background events as well as the expected number of signal events in the different channels269

are shown in Table I. In order to achieve a better separation between signal and background when measuring the270

cross section we use the distribution of the smallest of the two b-tagging NN discriminant outputs of the two leading271

jets. These NN discriminant distributions for the different channels are shown in Fig. 1. We measure the tt̄ cross272

section σtt̄ by simultaneously fitting the NN distributions in the four channels and maximizing the following likelihood273

function:274

L =

i≤4
∏

i=1

j≤14
∏

j=1

P (nij , µij(σtt̄)) , (2)

where i runs over the channels and j over the bins of the NN distribution, P (n, µ(σtt̄)) is the Poisson probability275

function to observe n events when µ(σtt̄) events are expected.276
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(c) eµ two jet channel
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(d) eµ one jet channel

FIG. 1: Expected and observed distributions for the smallest b-tagging NN discriminant outputs of the two leading jets. The
tt̄ signal is normalized to the SM cross section (7.45 pb). The X axis represents the NN output non-uniformly mapped to 14
bins. The bin with central value 0 represents the lowest probability for a jet to be produced by a b quark. The bin with value
12 represents the highest probability. The bin with value -1 represents the jets which do not satisfy the requirements to enter
to the NN computation (non-taggable jets).

IV. RESULTS AND UNCERTAINTIES277

The main systematic uncertainties for the measurement of the tt̄ cross section are described in the following. The278

uncertainty in the measured integrated luminosity of 6.1% [14] affects directly the cross section measurement, but279

also the expected number of Z/γ? and diboson background events. Uncertainties in lepton identification efficiencies280

are determined by evaluating the different sources of bias in the tag-and-probe method and data/MC differences in281

Z/γ?→ `` events. Uncertainties in the lepton energy resolution are determined by comparing the width of the Z282

boson invariant mass distribution in data and MC.283
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The uncertainty in the relative JES between data and MC for light quark jets is measured in Z/γ?+jets events.284

The uncertainty on the difference between light and b quark JES (1.8%) is estimated by propagating the difference285

in the single pion response between data and MC to the MC JES for b quark jets. Jet energy resolution uncertainties286

are estimated by comparing the resolution measured in Z/γ?+jets events in data and MC. The uncertainty on the287

jet identification efficiency is estimated by comparing the efficiency measured in dijet events for data and MC. The b288

quark identification uncertainties include uncertainties in the probability to tag a b quark jet, the probability to tag289

a light quark jet or gluon and the probability for a jet not to be taggable [16].290

To estimate the uncertainty in the trigger efficiency we use events selected with the same criteria as the tt̄ signal291

but without any jet requirement. In all the channels this selection is dominated by Z/γ? events. We compute the292

ratio of the expected and observed number of events for two cases: when both leptons are allowed to fire the trigger293

or when only one lepton is allowed to fire the trigger. The difference in these ratios is used to estimate the uncertainty294

on the trigger efficiency.295

Several uncertainties on the signal modeling are considered. The effects of higher order corrections and the296

hadronization modeling have been estimated as the difference in signal efficiency using the default alpgen+ pythia297

simulation and using events generated with the mc@nlo [23] generator. The uncertainty coming from color recon-298

nection is evaluated by comparing the tt̄ efficiency using pythia v6.4 tune Apro and pythia v6.4 tune ACRpro [24].299

The uncertainty on initial (ISR) and final (FSR) state radiation is evaluated by varying the ISR/FSR parameters in300

pythia, and evaluating the change in the signal efficiency. The uncertainty due to PDFs is estimated by reweighting301

the signal efficiency to CTEQ6.1M [25] and looking at the efficiency variation along the 20 CTEQ6.1M eigenvector302

errors. The uncertainty due to the simulation of b quark fragmentation is assigned as the difference between tuning303

the parameters of the b quark fragmentation function to LEP or SLD data [26].304

The uncertainty in the background normalization includes the theoretical uncertainties in the cross section and the305

uncertainty due to the correction for the Z boson pT modeling. We also take into account an uncertainty due to306

the limited statistics of the signal and background templates of the NN discriminant. For the following systematic307

uncertainties we take into account the shape changing effects of the b-tagging NN output discriminant: jet energy308

scale, jet resolution, jet identification and b quark identification uncertainties.309

Maximizing the likelihood function (2) and using the above systematic uncertainties, we measure the tt̄ cross section310
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for a top quark mass of mt = 172.5 GeV and we find:311

σtt̄ = 8.0± 0.5 (stat) ± 1.0 (syst) pb. (3)

In order to reduce the influence of systematic uncertainties on the cross section measurement we use the nuisance312

parameters technique [27] to constrain the overall uncertainty using the data NN output distribution itself. Using313

this technique the likelihood (2) has to be modified to be:314

L =

i≤4
∏

i=1

j≤14
∏

j=1

P (nij , µij(σtt̄))
∏

k

G(νk ; 0, SD). (4)

The impact of each uncertainty k is parameterized by a nuisance parameter νk that is constrained with a Gaussian315

probability G with a mean of zero and a width corresponding to the size (SD) of the uncertainty. Correlations of316

systematic uncertainties between channels and between the different samples are naturally taken into account by317

assigning the same nuisance parameter to the correlated systematic uncertainty. In formula (4), the free parameters318

of the fit are νk and σtt̄.319

As can be seen from (3), the systematic uncertainties are the limiting uncertainties in the precision of the tt̄ cross320

section measurement. Varying the systematic uncertainties and constraining them with data using the nuisance321

parameter technique can therefore significantly improve the measurement. Using the nuisance parameter technique322

we find an improved overall uncertainty of approximately 20% and reach a relative precision of 11% in the tt̄ cross323

section:324

σtt̄ = 7.4+0.9
−0.8 (stat + syst) pb

for mt = 172.5 GeV. The uncertainties in this measurement are summarized in Table II. For each category of325

systematic uncertainties listed in Table II, only the corresponding nuisance parameters are allowed to vary. The326

absolute shift of the measured tt̄ cross section with respect to the result obtained including only statistical uncertainties327

is shown in the column “Offset”. In the columns “+σ” and “−σ” the systematic uncertainty on the measured cross328

section for each category are listed. The line “Fit result” contains the result of the full nuisance parameter fit, where329

all nuisance parameters are allowed to vary at the same time, which can result in a different “offset” and different330

uncertainties in the final tt̄ cross section than expected from the sum of the individual “offsets” and systematic331
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uncertainties. The uncertainty quoted in this line includes the full statistical and systematic uncertainty on the332

result.333

TABLE II: Measured tt̄ cross section with the breakdown of uncertainties in the `` channel and for the combined `` and `j
measurement using the nuisance parameter technique. The offsets show how the mean value of the measured cross section
is shifted due to each source of systematic uncertainty. In each line, all but the considered source of systematic uncertainty
are ignored. The ±σ give the impact on the measured cross section when the nuisance parameters describing the considered
category are changed by ±1 SD of their fitted value. See text for further details.

`` ``+`j

Source σtt̄ [pb] Offset [pb] +σ [pb] −σ [pb] σtt̄ [pb] Offset [pb] +σ [pb] −σ [pb]

Statistical only +8.04 +0.50 -0.48 +7.72 +0.20 -0.20

Muon identification +0.00 +0.13 -0.12 -0.06 +0.06 -0.06

Electron identification and smearing -0.22 +0.28 -0.25 +0.05 +0.13 -0.13

Signal modeling +0.05 +0.39 -0.34 -0.04 +0.17 -0.15

Triggers -0.01 +0.07 -0.07 -0.10 +0.10 -0.10

Jet energy scale -0.16 +0.16 -0.15 -0.01 +0.03 -0.03

Jet reconstruction and identification -0.21 +0.24 -0.22 +0.24 +0.08 -0.08

b-tagging +0.14 +0.00 +0.00 -0.04 +0.16 -0.12

Background normalization -0.27 +0.27 -0.25 -0.07 +0.11 -0.11

Instrumental background -0.08 +0.19 -0.19 -0.01 +0.05 -0.05

Luminosity -0.66 +0.59 -0.51 -0.43 +0.45 -0.40

Other -0.04 +0.12 -0.11 -0.50 +0.58 +0.52

Template statistics +0.00 +0.09 +0.09 +0.00 0.04 -0.04

Total systematics -1.46 +0.89 +0.80 -0.50 +0.58 +0.52

Fit result 7.42 +0.90 -0.79 7.61 +0.63 -0.57

Furthermore, we combine this measurement with the cross section measurement in the fully orthogonal `j channel [6]334

using the same nuisance parameter approach and taking all correlations into account. In the `j channel the events335

are separated into events with three or at least four jets, of which zero, one or at least two jets are b-tagged. In336

events that have three or four jets but no b-tagged jets or events with three jets and one b-tagged jet, we use a337

topological discriminant to improve the separation of signal and background. In Ref. [6] the separation into these338

channels and application of topological methods is referred to as the combined method. For this combination, we did339

not simultaneously fit the heavy flavor fraction for W+jet processes (W+HF) in the `j channel as was done in Ref. [6],340

making it unnecessary to use `j events with only two jets. With this change compared to Ref. [6] the measured `j tt̄341

cross section for mt = 172.5 GeV is:342

σtt̄ = 7.9+0.8
−0.7 (stat + syst) pb.

The combination of the measurements in the `j and `` final states is done by maximizing the product of the343
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likelihood function for dilepton (2) and the likelihood function of the `j channel [6], which yields:344

σtt̄ = 7.6 ± 0.6 (stat + syst) pb

for mt = 172.5 GeV. This combination has a relative precision of 8% and represents an improvement of about 12%345

relative to the `j cross section measurement alone. The uncertainties for this combined measurement are summarized346

in Table II.347

Due to acceptance effects, the tt̄ efficiency depends on the assumed top quark mass in the MC. We extract the tt̄348

cross sections using simulated tt̄ events with different values of mt. The resulting cross sections can be fitted with the349

following functional form:350

σtt̄(mt) =
1

m4
t

[a + b(mt − 170 GeV)

+ c(mt − 170 GeV)2 + d(mt − 170 GeV)3] pb, (5)

with a = 6.57141×109 GeV4, b = 7.96467×107 GeV3, c = 9.30737×105 GeV2 and d = −2.770×103 GeV and where351

σtt̄ and mt are in pb and GeV respectively. Figure 2 shows this parameterization for the measurement as a function352

of top quark mass together with approximate NNLO computations [1–3].353

V. CONCLUSION354

In this letter we presented an updated measurement of the tt̄ production cross section in the dilepton final state355

using 5.4 fb−1 of data. This cross section measurement yields 7.4+0.9
−0.8 (stat + syst) pb and has a relative precision of356

+12%
−11%

. It is currently the most precise measurement of the tt̄ cross section in the dilepton channel. Combining the357

measurement in the dilepton channel with the result in the lepton + jets channel [6] yields 7.6 ± 0.6 (stat + syst) pb358

which corresponds to a relative precision of 8%. This measurement is in good agreement with the SM prediction.359
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FIG. 2: Dependence of the experimental and theoretical [1–3] tt̄ cross sections on the top quark mass. The point shows the
combined `` and `j cross section measurement for mt = 172.5 GeV.
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